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INERTIAL EVOLUTION OF NON-LINEAR VISCOELASTIC SOLIDS IN THE
FACE OF (SELF-)COLLISION

ANTONÍN ČEŠÍK†, GIOVANNI GRAVINA‡,∗, AND MALTE KAMPSCHULTE†

Abstract. We study the time evolution of non-linear viscoelastic solids in the presence of inertia and
(self-)contact. For this problem we prove the existence of weak solutions for arbitrary times and initial
data, thereby solving an open problem in the field. Our construction directly includes the physically
correct, measure-valued contact forces and thus obeys conservation of momentum and an energy balance.
In particular, we prove an independently useful compactness result for contact forces.

1. Introduction

The study of contact and dynamic collisions between (elastic) bodies has a long history, starting from
classical, 18th-century, physical considerations about conservation of energy and momentum and ranging
into modern continuum mechanics. However in this, and in particular in the mathematical treatment
of the latter, until now, there has always been a divide between more phenomenological and ab initio
approaches.

This divide is a direct consequence of the difficulty and irreducibility of the full problem. If one is
not able to fully treat dynamic contact between deformable elastic bodies, then one has to simplify the
problem in one of several directions.

The first is to remove the ability of the bodies to deform, treating them as rigid bodies. However,
when this is done, the problem immediately becomes ill-posed and needs to be supplemented by a
phenomenological contact law. The second is to soften the contact itself, replacing the hard dichotomy
of “in contact” vs. “not in contact” with a soft repulsion potential. Yet this also introduces an indirect
contact law. The third possibility is to remove the dynamic aspects and focus on the static or quasistatic
situation instead.

Additionally, even in this last case, there is a difference in difficulty between the collision of an elastic
solid with a static obstacle and the collision of two elastic solids with each other or even an elastic solid
deforming so far as to collide with itself. In this work for the first time, we prove the existence of weak
solutions to this general case involving inertia and large deformations.

Specifically, consider one or more elastic solids, given in Lagrangian coordinates by a reference con-
figuration Q ⊂ Rn (with multiple solids represented by multiple connected components of Q), as well as
a deformation η : Q → Ω ⊂ Rn to describe the current configuration. To each deformation we attach
an elastic energy E(η) and to each change in configuration a dissipation potential R(η, ∂tη), which for
physical reasons has to also depend on the deformation itself [2].

If the solid has density ρ in the reference configuration, then by Newton’s second law we expect the
solid to evolve according to

ρ∂ttη +DE(η) +D2R(η, ∂tη) = f,

where DE and D2R denote the formal Fréchet derivatives with respect to η and ∂tη respectively, and f
is an external force.

Of course this only works in the absence of collisions. As alluded to before, to deal with collisions,
there needs to be another modeling assumption, which in turn needs to be justified. We choose here to
adopt the absolute minimal assumption, which is also the only assumption that we can be sure holds
universally, namely non-interpenetration of matter. Translated into the mathematical framework this
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2 INERTIAL EVOLUTION IN THE FACE OF (SELF-)COLLISION

means that the only additional information we assume in modeling is that η is injective, except possibly
for a set of measure zero.1

Such a restriction of the set of admissible deformations by its very nature results in a Lagrange-
multiplier, which we can readily identify as the contact force σ. This force has to be supported on the
contact set and because of considerations involving conservation of energy and momentum, it has to be
of equal magnitude and opposite direction at each pair of points where solids touch. Additionally, if we
do not assume any friction, it has to point in the same direction as the respective interior normal of the
physical configuration.

With this, we can summarize the system under study as{
ρ∂ttη +DE(η) +D2R(η, ∂tη) = σ + f,

σ = |σ|nη, supp(σ) ⊂ Cη,
(1.1)

where Cη is the set of (self-)contact points and nη denotes the interior normal of the deformed configu-
ration. Additionally, we require an “equal and opposite” assumption on the contact force, which is easier
to write in weak form (see Definition 3.6 below). We can then give an abridged version of out main result
as

Theorem (Theorem 2.5 (abridged)). Under some (physical) assumptions on E and R, for any suffi-
ciently reasonable initial data (injective a.e. and of finite energy) and any time T > 0, the system (1.1)
has a weak solution in the interval [0, T ]. This solution obeys conservation of momentum and the physical
energy inequality.

We mention here that in the full result we also treat the case in which the evolution happens in the
presence of rigid, immovable obstacles.

The proof of the theorem relies mainly on variational methods. On one hand, this is not surprising, as
more classical PDE methods (e.g., fixed-points or Galerkin approaches) are often inadequate to handle
the difficulties that arise from the fact that the non-interpenetration constraint results in a non-convex,
non-linear state space. On the other hand, so far, variational methods have generally been restricted to
static and quasistatic systems. Indeed, for the problem at hand, we build quite explicitly on the work
[15] by Palmer and Healey, where the authors study self-contact for the static case. Their results have
been recently extended to the quasistatic case by Krömer and Roubíček [13].2

The crucial ingredient in our proofs is the method of using two time-scales developed in [3], which
shows a way to lift almost any quasistatic weak existence result to a corresponding weak existence result
for the associated inertial problem.

For the details of this approach, we also refer to [3, Sec. 3], where the corresponding result without
collisions is shown (see also the introductory sections of [4], where an attempt is made to elaborate on
some of the more general underpinnings of this method). However, we aim to keep the use of this method
in the current paper self-contained.

Finally we note that throughout the paper we will restrict our attention to generalized second order
materials (compare in particular with [10] and the references therein), i.e., we assume that the elastic
energy will depend on the second derivative ∇2η of the deformation. While at first glance this might
seem like a departure from the classical theory of elasticity, we note that for the study of (self-)contact
such a restriction is necessary. Indeed, not only is it needed to avoid issues arising from points where the
Jacobian det∇η vanishes, but also because without the resulting C1-regularity that the theory implies,
microscopic oscillations of the exterior normal can lead to boundary microstructure and produce artificial
friction (see Remark 3.11), all of which is outside of the scope of the current paper.

1.1. Structure of the paper. In Section 2, we will give a precise definition of the assumptions we
require in terms of energy and the dissipation, as well as a precise statement of the main theorem and
some possible extensions and corollaries. Next, in Section 3, we will go on and derive some of the
properties related to contact forces as well as their convergence behavior, which might be of independent
interest. The bulk of the paper will then be devoted to the proof of the main theorem, first by showing
an auxiliary quasistatic result in Section 4 and then by using this to generate an approximating sequence
of time-delayed solutions to the actual equation in Section 5.

1In the absence of rigid bodies and point-masses this turns out to also be a sufficient assumption. For more details see
the discussion in Section 6.

2As a necessary step towards the proof, we also improve their result to give a quantization of the contact force as a
measure, which in [13] was only characterized as part of a distribution. We thus in fact solve both of their open problems
(See Remark 5.1). In particular, we believe that the more detailed treatment of convergence of contact forces used for this
might be of independent interest.
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Finally, in Section 6 we then relate this result to the actual physics we are aiming to describe by
giving an example energy-dissipation pair that satisfies the assumptions and by discussing how the
result is connected to momentum conservation. We also show by an example that the condition of non-
interpenetration of matter that we use is indeed sufficient and there are no phenomenological contact
laws needed to arrive at the correct behavior.

1.2. Notation. Throughout this paper we use the following notation, unless stated otherwise.
Deformations will be denoted by η : Q → Ω or η : [0, T ] × Q → Ω in the case of time-dependence,

where Q ⊂ Rn is a reference configuration, and Ω ⊂ Rn a possibly unbounded containing domain.
Points in Q are notated as x. Functions which depend on space and time are always notated time

first e.g. η(t, x). If we want to consider deformations for a fixed time, we will also use η(t) := η(t, ·) to
ease notation.

For any x ∈ ∂Q, the vector nQ(x) denotes the interior unit normal to ∂Q at x. Given additionally a
sufficiently regular deformation η : Q→ Ω, we will use

nη(x) :=
cof∇η(x)nQ(x)

|cof∇η(x)nQ(x)|
to denote the interior unit normal of η(Q) at η(x). In case η is also time-dependent we use nη(t, x) in
place of nη(t)(x). Finally for y ∈ ∂Ω, the vector nΩ(y) denotes the exterior3 unit normal at y.

We use the usual notations W k,p(Q;Rn) for Sobolev spaces and Lq((0, T );W k,p(Q;Rn)) for the re-
spective Bochner spaces. A subscript Γ is used to denote spaces of functions whose trace vanishes on
that set, e.g. W k,p

Γ (Q) := {u ∈ W k,p(Q) : u|Γ = 0}. Additionally, we denote by M(K;Rn) the space of
Rn-valued Radon measures and by M+(K) the set of non-negative Radon measures on a compact set
K. For a measure σ ∈M(K;Rn) and ϕ ∈ C(K;Rn) we denote

〈σ, ϕ〉 :=

ˆ
K

ϕ · dσ.

Spaces are written out in full (e.g., L2((0, T );W 1,2(Q;Rn))), but when writing norms, we usually
omit both the domain and the image if there is no chance of confusion (e.g., we write ‖f‖L2 instead of
‖f‖L2(Q;Rn)). Additionally, when dealing with linear operators on Sobolev spaces, we write the linear
argument in angled brackets, e.g.

A〈u〉 := 〈A, u〉(Wk,p)∗×Wk,p

for A : W k,p(Q)→ R and u ∈W k,p(Q).
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of Charles University under grant No. PRIMUS/19/SCI/01. The research of A.Č. and M.K. was partly
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project GA UK No. 393421. The work of G.G. and M.K. was partially supported by the Charles
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grant No. GJ19-11707Y.

1.4. Research data policy and data availability statements. Data sharing not applicable to this
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2. Modelling of viscoelastic materials and statement of the main results

2.1. Viscoelastic solids. The time evolution of a viscoelastic solid body in Rn can be described in
Lagrangian coordinates by a (time dependent) deformation of a reference configuration Q ⊂ Rn, which
in the following we typically denote by η : [0, T ] × Q → Rn. The set Q ⊂ Rn will be a C1,α-smooth,
bounded domain, or alternatively a disjoint union of finitely many of such domains in order to describe
multiple bodies. We assume that the movement of the solid is confined to the set Ω ⊂ Rn which is a
C1,α-smooth domain, but possibly unbounded (e.g. Ω = Rn, half-space, etc.). Furthermore, in order to
rule out non-physical phenomena such as self-interpenetration, we restrict our attention to deformations
that are almost everywhere globally injective and orientation preserving. These assumptions are encoded
in the class of admissible deformations, which we define using the Ciarlet–Nečas condition [5] as

E :=

{
η ∈W 2,p(Q;Rn) : η(Q) ⊂ Ω, η|Γ = η0,det∇η > 0, and Ln(η(Q)) =

ˆ
Q

det∇η(x) dx

}
. (2.1)

3To reduce the distinction between cases, it is best to not think of Ω as the domain, but of Rn \ Ω as a fixed, rigid
obstacle. Thus nΩ is the interior normal of that obstacle, in the same way nη is the interior normal of the movable solids.



4 INERTIAL EVOLUTION IN THE FACE OF (SELF-)COLLISION

Here we use η0 to denote a given admissible (initial) deformation and let Γ be a (fixed) measurable
subset of ∂Q. Note, however, that for the main result of this paper we do not assume that Hn−1(Γ) > 0
and refer the reader to Remark 2.2 for more information. Here and in the following we assume that
p > n. In particular, this implies that every η ∈ E admits a representative of class C1,1−np . Throughout
the rest of the paper we identify η with this regular representative without further notice. Additionally,
we assume a constant Lagrangian density ρ ∈ (0,∞), but remark that all our arguments also work for
variable densities, as long as these are bounded from above and away from zero.

Next, we specify the assumptions on the energy-dissipation pair (E,R). To be precise, we assume
that the elastic energy E : W 2,p(Q;Rn)→ (−∞,∞] has the following properties:
(E.1) There exists Emin > −∞ such that E(η) ≥ Emin for all η ∈ W 2,p(Q;Rn). Moreover, E(η) <∞

for every η ∈W 2,p(Q;Rn) with infQ det∇η > 0.
(E.2) For every E0 ≥ Emin there exists ε0 > 0 such that det∇η ≥ ε0 for all η with E(η) ≤ E0.
(E.3) For every E0 ≥ Emin there exists a constant C such that

‖∇2η‖Lp ≤ C
for all η with E(η) < E0.

(E.4) E is weakly lower semicontinuous, that is,

E(η) ≤ lim inf
k→∞

E(ηk)

whenever ηk ⇀ η in W 2,p(Q;Rn). Moreover, E is continuous with respect to strong convergence
in W 2,p(Q;Rn).

(E.5) E is differentiable in its effective domain with derivative DE(η) ∈ (W 2,p(Q;Rn))∗ given by

DE(η)〈ϕ〉 =
d

dε
E(η + εϕ))

∣∣∣∣
ε=0

.

Furthermore, DE is bounded on any sub-level set of E and DE(ηk)〈ϕ〉 → DE(η)〈ϕ〉 whenever
ηk → η in W 2,p(K;Rn) for all K compactly contained in Q with dist(K,Γ) > 0 and ϕ ∈
W 2,p

Γ (Q;Rn).
(E.6) DE satisfies

lim inf
k→∞

(DE(ηk)−DE(η))〈(ηk − η)ψ〉 ≥ 0

for all ψ ∈ C∞Γ (Q; [0, 1]) and all sequences ηk ⇀ η in W 2,p(Q;Rn). In addition, DE satisfies the
following Minty-type property: If

lim sup
k→∞

(DE(ηk)−DE(η))〈(ηk − η)ψ〉 ≤ 0

for all ψ ∈ C∞Γ (Q; [0, 1]), then ηk → η in W 2,p(K;Rn) for all K compactly contained in Q with
dist(K,Γ) > 0.

Additionally, we assume that the dissipation potential R : W 2,p(Q;Rn) ×W 1,2(Q;Rn) → [0,∞) sat-
isfies the following properties:
(R.1) R is weakly lower semicontinuous in its second argument, that is, for all η ∈ W 2,p(Q;Rn) and

every bk ⇀ b in W 1,2(Q;Rn) we have that

R(η, b) ≤ lim inf
k→∞

R(η, bk)

(R.2) R is homogeneous of degree 2 with respect to its second argument, that is,

R(η, λb) = λ2R(η, b)

for all λ ∈ R.
(R.3) R admits the following Korn-type inequality: For any ε0 > 0, there exists KR such that

KR‖b‖2W 1,2 ≤ ‖b‖2L2 +R(η, b)

for all η ∈ E with det∇η > ε0 and all b ∈W 1,2(Q;Rn).
(R.4) R is differentiable in its second argument, with derivative D2R(η, b) ∈ (W 1,2(Q;Rn))∗ given by

D2R(η, b)〈ϕ〉 :=
d

dε
R(η, b+ εϕ)

∣∣∣∣
ε=0

.

Furthermore, the map (η, b) 7→ D2R(η, b) is bounded and weakly continuous with respect to both
arguments, that is,

lim
k→∞

D2R(ηk, bk)〈ϕ〉 = D2R(η, b)〈ϕ〉
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holds for all ϕ ∈ W 1,2(Q;Rn) and all sequences ηk ⇀ η in W 2,p(Q;Rn) and bk ⇀ b in
W 1,2(Q;Rn).

We also introduce a variant of (R.3) that will be used for the quasistatic case in the form of

(R.3q) R admits the following Korn-type inequality: For any ε0 > 0, there exists KR such that

KR‖b‖2W 1,2 ≤ R(η, b)

for all η ∈ E with det∇η > ε0 and all b ∈W 1,2
Γ (Q;Rn)

We mention here that the assumptions on the energy-dissipation pair are standard within the frame-
work of second-order viscoelastic materials (see in particular [10], [13], and the references therein). For
the convenience of the reader, explicit examples of E and R that satisfy the assumptions above are given
in Section 6.

Remark 2.1. Note that in particular (R.2) and (R.4) allow us to derive some additional growth condi-
tions on the dissipation and its derivative. First of all, by taking the derivative of the identity in (R.2)
with respect to b and dividing by λ, we get

D2R(η, λb) = λD2R(η, b) (2.2)

i.e., D2R is homogeneous of degree 1 with respect to its second argument.
Furthermore we can prove that for any E0 > Emin there exists a constant C such that

‖D2R(η, b)‖(W 1,2)∗ ≤ C ‖b‖W 1,2 , (2.3)

2R(η, b) ≤ C ‖b‖2W 1,2 (2.4)

for all b ∈ W 1,2(Q;Rn) and all η ∈ W 2,p(Q;Rn) with E(η) ≤ E0. To see this, assume that (2.3) is
not true. Then there exist sequences {ηk}k∈N and {bk}k∈N with ‖D2R(ηk, bk)‖(W 1,2)∗ > k ‖bk‖W 1,2 and
E(ηk) ≤ E0. Additionally, due to the 1-homogeneity of D2R (see (2.2) above), we can assume without
loss that ‖bk‖W 1,2 = 1. This allows us to use(E.3) to pick weakly converging subsequences (which we do
not relabel) and respective limits η and b. But then on one hand, by (R.4), D2R(ηk, bk) converges and
thus ‖D2R(ηk, bk)‖(W 1,2)∗ needs to stay bounded, and on the other hand, by our assumption it is larger
than k, which is a contradiction. This proves (2.3). Finally (2.4) follows from (2.3) by noting that due
to (R.2) we have

2R(η, b) = D2R(η, b)〈b〉 ≤ ‖D2R(η, b)‖(W 1,2)∗ ‖b‖W 1,2 ≤ C ‖b‖2W 1,2 .

Remark 2.2. The difference between (R.3) and (R.3q) is subtle but central to the difference between
quasistatic and inertial evolutions. The reasons for this do not only become evident in the proof, but also
have a physical explanation. Indeed, in contrast to the full inertial problem, in the quasistatic regime
there is no automatic conservation of linear or rotational momentum. As a result, when considering
physical dissipations such as R(η, b) =

´
Q
|∇ηT∇b + ∇bT∇η|2 dx, which are invariant under Galilean

transformations, we need to include additional restrictions to the admissible deformations in E, such as
(partial) Dirichlet boundary data or a fixed center of mass and rotation around it.

Remark 2.3 (On Dirichlet boundary data and contact). As it is a common occurrence in various
applications, we incorporated the potential for Dirichlet boundary data into our formulation. The handling
of these boundary conditions during the evolution is mostly standard; however, some subtleties arise when
it comes to contact. When a freely moving part of the body comes into contact with a section of the solid
where the Dirichlet boundary condition is specified, the latter behaves like a fixed obstacle. Since we are
able to deal with fixed obstacles, this situation does not present any issues.

What can potentially be more problematic, however, is the transition between the fixed and the free
part of the boundary. As we require to cut off test functions in proximity of the fixed part of the boundary,
we inevitably lose control over the resulting contact force. Notice that as long as this only happens to
one of the sides that comes into contact, this is not an issue. Indeed, there is a corresponding opposite
and equal force on the other side, which carries the same information that was lost due to the cut-off. In
particular, we only run into issues if contact happens on both sides at points or regions where the fixed
portion of the boundary transitions into the freely moving boundary.

To avoid this situation and keep the mathematical details manageable, we require η0|Γ to be injective
and that η0(Γ) ∩ ∂Ω = ∅. We note however that more general situations can be handled with some
additional care as well.
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2.2. Statement of the main results. The precise definition of (weak) solution to the initial value
problem considered in this paper can be formulated as follows.

Definition 2.4. Let T > 0, η0 ∈ E, η∗ ∈ L2(Q;Rn), and f ∈ L2((0, T );L2(Q;Rn)) be given. We say
that

η ∈ L∞((0, T ); E) ∩W 1,2((0, T );W 1,2(Q;Rn))

with E(η) ∈ L∞((0, T )) is a weak solution to (1.1) in (0, T ) if η(0) = η0 and the variational inequality
ˆ T

0

DE(η(t))〈ϕ(t)〉+D2R(η(t), ∂tη(t))〈ϕ(t)〉 dt

− ρ〈η∗, ϕ(0)〉L2 −
ˆ T

0

ρ〈∂tη(t), ∂tϕ(t)〉L2 dt ≥
ˆ T

0

〈f(t), ϕ(t)〉L2 dt (2.5)

holds for all ϕ ∈ C([0, T ];Tη(E)) ∩C1
c ([0, T );L2(Q;Rn)). Here the set Tη(E) denotes the class of admis-

sible perturbations for the deformation η; its precise definition is given below in Definition 3.24.
Furthermore, we say that this η is a weak solution with a contact force if additionally it satisfies
ˆ T

0

DE(η(t))〈ϕ(t)〉+D2R(η(t), ∂tη(t))〈ϕ(t)〉 dt

− ρ〈η∗, ϕ(0)〉L2 −
ˆ T

0

ρ〈∂tη(t), ∂tϕ(t)〉L2 dt =

ˆ
[0,T ]×∂Q

ϕ(t, x) · dσ(t, x) +

ˆ T

0

〈f(t), ϕ(t)〉L2 dt

for all ϕ ∈ C([0, T ];W 2,p
Γ (Q;Rn)) ∩ C1

c ([0, T );L2(Q;Rn)), where σ ∈ M([0, T ] × ∂Q;Rn) is a contact
force satisfying the action-reaction principle in the sense of Definition 3.6.

Observe that in view of its regularity, η belongs to the space Cw([0, T ];W 2,p(Q;Rn)). Therefore, we
have η(t) ∈ W 2,p(Q;Rn) for all t ∈ [0, T ], and in particular the initial condition η(0) = η0 holds in the
classical sense.

With this in hand, we can state the main result of this paper.

Theorem 2.5. Let E and R be as in (E.1)–(E.6) and (R.1)–(R.4), respectively, and let T > 0, η0 ∈ E,
η∗ ∈ L2(Q;Rn), and f ∈ L2((0, T );L2(Q;Rn)) be given. Then (1.1) admits a weak solution with a contact
force in (0, T ) in the sense of Definition 2.4, where the resulting contact force σ has no concentrations
in time. Additionally this solution satisfies the energy inequality

E(η(t)) +
ρ

2
‖∂tη(t)‖2L2 +

ˆ t

0

2R(η(s), ∂tη(s)) ds ≤ E(η0) +
ρ

2
‖η∗‖2L2 +

ˆ t

0

〈f(s), ∂tη(s)〉L2 ds

for almost all t ∈ [0, T ].

Let us now give a brief description of the method used in the proof. Following the approach developed
in [3], our goal will be to approximate solutions to the original problem with solutions to suitably defined
initial value problems for equations of first order, gradient flow type. Thus, we begin by considering a
version of (1.1) where the inertial term is replaced by a time discretization. To be precise, for a fixed
h > 0, we consider the problem

ρ
∂tη

(h)(t)− ∂tη(h)(t− h)

h
+DE(η(h)(t)) +D2R(η(h)(t), ∂tη

(h)(t)) = f(t) + σ(h)(t), (2.6)

complemented by an initial condition in the form of η(h)(0) = η0. We begin by finding a solution to
(2.6) in the interval [0, h], under the assumption that ∂tη(h) is known for t < 0 (to be precise, one can
assume that ∂tη(h) = η∗ on [−h, 0]). This way, the term ∂tη

(h)(t− h) on the left-hand side of (2.6) can
be regarded as a forcing term, and the standard machinery of minimizing movements (see [8]) yields a
solution η(h) defined on [0, h]. We then consider (2.6) on the interval [h, 2h], again with the understanding
that the time-shifted time derivative ∂tη(h)(t − h) should not be regarded as part of the solution, but
as a known term, in this case given by the solution found in the previous step. Iterating this procedure
leads to a piecewise-defined function, still denoted by η(h), defined on the whole time interval [0, T ]. A
solution to the original problem can then be obtained by passing to the limit with h→ 0+. This delicate
limiting process is explained in detail in Section 5.

It is worth noting that this method allows us to derive a corresponding existence result (including
contact forces) for the quasistatic case (see Corollary 5.2). In particular, in this paper we solve the two
open problems formulated in Remarks 3.2 and 3.3 in [13].
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2.3. Outlook and future research directions. The flexibility of the methods suggests that the results
obtained can be generalized to different situations. The list below includes some of the directions that
we plan to investigate in the future.

• Irregular domains: To simplify proofs and discussion, we have focused on domains that are
somewhat regular, i.e. per construction the normals vary continuously and there are no edges or
corners. In order to deal with more complex geometries, more care needs to be taken to study
admissible directions for the contact force. In the static case (see [16] and [18]), this difficulty
has been dealt with via the use of the Clarke-subdifferential [6]; it would be interesting to extend
these results to the fully dynamic case as well.

• Friction: Similarly, we have simplified the situation by ignoring the effects of friction. In par-
ticular, dynamic friction could be of interest here, as it is purely dissipative as well as dependent
on the contact force itself. It would thus perfectly fit into the framework presented.

• Homogenization: A common explanation of friction is via microscopic irregularities in the sur-
face. As our result allows us to consider the effect of contact between macroscopic irregularities,
it should be worth studying the resulting limit regimes when the scale of these irregularities is
sent to zero.

• Fracture mechanics: A longstanding, active topic in solid mechanics is the study of fractures.
While these represent the pulling apart of material and thus the opposite of collisions, they
naturally result in situations where disconnected parts of the solid are close to each other. In
particular in shear fractures immediate contact is to be expected. Extending our methods to
this case thus seems like a natural target for future research. We mention here an important
contribution of Dal Maso and Larsen [7], where the authors introduce a minimizing movements
scheme for the study of the wave equation on domains with (evolving) cracks.

• Fluid structure interactions: Collisions between elastic bodies rarely occur in a vacuum.
Instead, in numerous physical applications the volume that separates the solids is typically filled
with a fluid (for example, air). Depending on the fluid, the boundary conditions, and the
regularity of all surfaces involved, the presence of a fluid can result in large changes in behavior,
in some situations even entirely preventing collisions (we refer to [11] for more information and
to [9] for a study of rebound dynamics). When contact is theoretically possible, existence results
for this kind of systems generally break at the time of first collision. Thus, it is natural to ask
whether the methods presented in this paper can be used to extend solutions past that point.

3. Contact forces, admissible test functions, and their convergence

Before we begin with the proof of the main theorem, we first need to complete its statement with a
more precise discussion of two related concepts: contact forces and the set of admissible test functions.
These and their properties will not only be crucial in what follows, but some of the considerations here
should be of independent interest for proving related results. Throughout the section we let I ⊂ R be a
closed time interval. For consistency with the strategy outlined at the end of Subsection 2.2, I will play
the role of [0, h] in our study of the quasistatic problem (see Section 4) and [0, T ] when considering the
full problem (see Section 5).

3.1. Contact set and forces. Let us begin by giving the definitions of contact set and contact force
for a given deformation η. For the convenience of the reader, we recall some well-known properties that
will be used throughout the rest of the section.

Definition 3.1 (Contact set). (i) Let η ∈ E. The (Lagrangian) contact set of η is defined via

Cη := {x ∈ Q : η(x) ∈ ∂Ω or η−1(η(x)) 6= {x}}.
Note that Cη consists of points of self-contact as well as points of contact with the boundary of
the fixed domain Ω.

(ii) Let η : I × Q → Rn be such that η(t) ∈ E for all t ∈ I, then we define its (Lagrangian) contact
set as

Cη := {(t, x) ∈ I ×Q : x ∈ Cη(t)},
where Cη(t) denotes the contact set for the deformation η(t, ·), defined as in (i).

The following result contains well-known structural properties of the contact set. In particular, by
the regularity of η and the Ciarlet-Nečas condition (see (2.1)), one can show that there are no contact
points in the interior.
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Lemma 3.2. For η ∈ E, let Cη be given as in Definition 3.1. Then Cη ⊂ ∂Q. Furthermore, for x ∈ Cη
we have that

(i) if η(x) ∈ ∂Ω, then η−1(η(x)) = {x} and nη(x) coincides with the interior unit normal vector to
∂Ω at η(x);

(ii) if η−1(η(x)) 6= {x}, then η−1(η(x)) = {x, y} for some y ∈ ∂Q and nη(x) + nη(y) = 0.

For a proof of Lemma 3.2 we refer to Theorem 2 in [5] (see also Lemma 2 in [15]). The time-dependent
version stated below follows from the same argument with straightforward changes. Below we use η−1

to denote the inverse with respect to only the space variable, that is, η−1(t, η(t, x)) := {z ∈ Q : η(t, z) =
η(t, x)}.
Lemma 3.3. For η : I ×Q→ Rn with η(t) ∈ E for all t ∈ I, let Cη be given as in Definition 3.1. Then
Cη ⊂ I × ∂Q. Furthermore, for (t, x) ∈ Cη we have that

(i) if η(t, x) ∈ ∂Ω, then η−1(t, η(t, x)) = {x} and nη(t, x) coincides with the interior unit normal
vector to ∂Ω at η(t, x);

(ii) if η−1(t, η(t, x)) 6= {x}, then η−1(t, η(t, x)) = {x, y} and nη(t, x) + nη(t, y) = 0.

Remark 3.4. Note that (E.2) guarantees that the normal field nη inherits the continuity of ∇η. Indeed,
if η ∈ E is such that E(η) ≤ E0, then by (E.2) and (E.3) we have that

|(∇η)−1| ≤ |∇η|
n−1

det∇η ≤ C

for some constant C that depends only on E0. In particular, this implies that |(∇η)−TnQ| ≥ ε0 for some
ε0 depending on E0. In turn, we have that

nη =
cof∇η nQ
| cof∇η nQ|

=
(∇η)−TnQ
|(∇η)−TnQ|

belongs to C0,α(∂Q;Rn), with Hölder seminorm bounded by a constant that only depends on E0.
Additionally, for time dependent deformations, we note that if η : I×Q→ Ω is such that E(η(t)) < E0,

then by an application of the chain rule, we see that nη(t) inherits some of the regularity of ∂t∇η, e.g.
∥∥∂tnη(t)

∥∥
L2 ≤ C ‖∂t∇η(t)‖L2

for a constant C depending only on Q and E0.

From this we can derive a well-known result about up-to the boundary local injectivity.

Lemma 3.5. Let η ∈ E with E(η) < ∞. Then there exists a positive radius r depending on E(η) such
that the restriction of η to Br(x) ∩Q is injective for all x ∈ Q.
Proof. Suppose that we have x, y ∈ Q with η(x) = η(y) and x 6= y. Then by Lemma 3.2 we have that
x, y ∈ ∂Q and nη(x) = −nη(y), so in particular |nη(x) − nη(y)| = 2. As noted in Remark 3.4, the
seminorm |nη|C0,α can be bounded in terms of only E(η). Therefore |x− y| > 2r with r depending only
on E(η). This implies that η must be injective on every ball of radius r. �

With this in hand, we can define contact forces as follows.

Definition 3.6 (Contact force). (i) Let η ∈ E. Then a contact force for η is a vector valued mea-
sure σ ∈M(∂Q;Rn) with suppσ ⊂ Cη and with the property that on its support σ points in the
direction of nη in the sense that there exists a non-negative measure |σ| ∈ M+(∂Q) such that
dσ = nηd|σ|, that is, ˆ

∂Q

ϕ · dσ =

ˆ
∂Q

ϕ · nη d|σ|

for all ϕ ∈ C(∂Q;Rn).
(ii) Let η : I×∂Q→ Rn be such that η(t) ∈ E for all t ∈ I and assume that η is Borel measurable when

considered as a mapping from I into W 2,p(Q;Rn). Then a contact force for η is a vector valued
measure σ ∈M(I × ∂Q;Rn) with suppσ ⊂ Cη and with the property that on its support σ points
in the direction of nη in the sense that there exists a non-negative measure |σ| ∈ M+(I × ∂Q)
such that dσ = nηd|σ|, that is,ˆ

I×∂Q
ϕ · dσ =

ˆ
I×∂Q

ϕ · nη d|σ|

for all ϕ ∈ C(I × ∂Q;Rn).
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(iii) We say that a contact force σ satisfies the action-reaction principle at self-contact ifˆ
∂Q

(ϕ ◦ η) · dσ = 0

for all ϕ ∈ Cc(Ω;Rn). Similarly, for time-dependent deformations, we say that σ satisfies the
action-reaction principle at self-contact ifˆ

I×∂Q
(ϕ ◦ η) · dσ = 0

for all ϕ ∈ Cc(I × Ω;Rn).

Remark 3.7. By the polar decomposition of measures (see, for example, Corollary 1.29 in [1]), every
measure µ ∈ M(I × ∂Q;Rn) can be decomposed as dµ = g d|µ|, where |µ| ∈ M+(I × ∂Q) is the total
variation of µ and g : I × ∂Q → Rn is Borel measurable with |g| ≡ 1 everywhere on I × ∂Q. Thus, if
suppσ ⊂ Cη, the definition above says that µ is a contact force whenever this decomposition holds with
g = nη on I × ∂Q.
3.2. Compactness-Closure theorems for contact forces. In this section we investigate compactness
and closure properties of contact forces. These will enable us to conclude that contact forces associated
to approximate solutions will converge to the contact force of the limiting solution. We present time-
independent and time-dependent versions of these results, as both will be needed throughout the rest
of the paper. However, we omit the proofs for the former case since these follow from analogous (but
simpler) arguments.

Theorem 3.8 (Compactness-Closure for contact forces). Let {ηk}k∈N ⊂ E be given and assume that
there exist η ∈ E and a constant E0, independent of k, such that ηk → η in C1(Q;Rn), E(ηk) ≤ E0 for
all k, and E(η) ≤ E0. For every k, let σk ∈M(∂Q;Rn) be a contact force for ηk and assume that

sup
k
‖σk‖M(∂Q;Rn) ≤ C.

Then there exist a subsequence (not relabelled) and a limit measure σ such that σk
∗
⇀ σ in M(∂Q;Rn).

Moreover, σ is a contact force for η, and if σk satisfies the action-reaction principle at self-contact for
all k, then so does σ.

Theorem 3.9 (Compactness-Closure for contact forces, time-dependent). Let ηk, η : I × Q → Rn be
such that ηk(t), η(t) ∈ E for all t and all k ∈ N and assume that E(ηk(t)) ≤ E0 for all k, E(η(t)) ≤ E0

for some E0 independent of k. Furthermore, assume that ηk(t) → η(t) in C1(Q;Rn) uniformly in t for
t ∈ I, that ηk is Borel measurable in time for all k, and that nη ∈ C(I × ∂Q;Rn). For every k, let
σk ∈M(I × ∂Q;Rn) be a contact force for ηk and assume that

sup
k
‖σk‖M(I×∂Q;Rn) ≤ C.

Then there exist a subsequence (not relabelled) and a limit measure σ such that σk
∗
⇀ σ inM(I×∂Q;Rn).

Moreover, σ is a contact force for η and if σk satisfies the action-reaction principle at self-contact for all
k, then so does σ.

Proof. By Definition 3.6, we have that dσk = nηkd|σk| with |σk| ∈ M+(I × ∂Q) and suppσk ⊂ Cηk .
Since the sequence {σk}k∈N is bounded in M(I × ∂Q;Rn), we must have that {|σk|}k∈N is bounded
in M+(I × ∂Q). Thus, eventually extracting a subsequence (which we do not relabel), we have that
|σk| ∗⇀ |σ| for some |σ| ∈ M+(I × ∂Q). Let σ ∈ M(I × ∂Q;Rn) be defined by setting dσ = nηd|σ|. We
claim that σk

∗
⇀ σ in M(I × ∂Q;Rn). To prove the claim, let g ∈ C(I × ∂Q;Rn) and observe thatˆ

I×∂Q
g · nηk d|σk| −

ˆ
I×∂Q

g · nη d|σ| =
ˆ
I×∂Q

g · (nηk − nη) d|σk|+
ˆ
I×∂Q

g · nη d(|σk| − |σ|). (3.1)

It is worth noting that the first term on the right-hand side of (3.1) is well defined since nηk is Borel
measurable by assumption and |σk| is a non-negative Radon measure. Moreover, observe that

∣∣∣∣
ˆ
I×∂Q

g · (nηk − nη)d|σk|
∣∣∣∣ ≤ ‖nηk − nη‖L∞‖|σk|‖M+ ≤ C‖nηk − nη‖L∞ → 0

as k → ∞ since nηk → nη uniformly on I × ∂Q. Finally, the continuity of g · nη and the fact that
|σk| ∗⇀ |σ| imply that, as k → ∞, the last term on the right-hand side of (3.1) vanishes as well. This
proves the claim.
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Next, we prove that suppσ ⊂ Cη. To this end, fix (t, x) ∈ suppσ. By the weak convergence
of measures, we can find (tk, xk) ∈ suppσk ⊂ Cηk such that (tk, xk) → (t, x). There are now two
possibilities: either there is a further subsequence (not relabelled) such that ηk(tk, xk) ∈ ∂Ω, or there
exist points yk ∈ ∂Q with yk 6= xk such that ηk(tk, xk) = ηk(tk, yk). In the first case, using the estimate

|η(t, x)− ηk(tk, xk)| ≤ |η(t, x)− η(tk, xk)|+ |η(tk, xk)− ηk(tk, xk)|,

the uniform convergence of ηk to η and the uniform continuity of η, we get that ηk(tk, xk) → η(t, x).
Since ηk(tk, xk) ∈ ∂Ω for all k, we must also have that η(t, x) ∈ ∂Ω, and therefore (t, x) ∈ Cη. In the
second case, in view of the fact that E(ηk(tk)) ≤ E0, Lemma 3.5 gives the existence of a minimal distance
r (which only depends on E0) with the property that |xk−yk| ≥ r. By the compactness of ∂Q, eventually
extracting a further subsequence, we can assume that yk → y ∈ ∂Q. Reasoning as above, by the uniform
convergence we see that η(t, x) = η(t, y). Since necessarily x 6= y, we conclude that (t, x) ∈ Cη also in
this case.

Finally, we note that for any ϕ ∈ Cc(Ω;Rn) we have ϕ ◦ ηk → ϕ ◦ η uniformly. This, together with
the convergence of σk

∗
⇀ σ, implies that the action-reaction principle continues to hold in the limit. �

Remark 3.10. An added difficulty in the proof is that we do not have continuity in time, but only Borel
measurability. This makes justifying that σk

∗
⇀ σ not an immediate consequence of the convergence

|σk| ∗⇀ |σ|. However, as shown above, continuity of the limit and uniform convergence can be used to
justify this convergence. While these assumptions may not seem natural at first glance, we mention
here that they arise from the construction of solutions to the quasistatic problem. To be precise, we will
consider approximations that are piecewise constant and uniformly bounded in time and prove that these
converge uniformly to a limiting deformation that is continuous in time.

Remark 3.11. Theorem 3.8 and Theorem 3.9 are designed for higher order materials and the associated
sense of convergence. In fact, the statements are in general not true if the convergence is not strong
enough. Specifically, if there is no pointwise convergence of ∇ηk, then the limit measure might not lie in
the contact set. Additionally, it is necessary to have a strong sense of convergence for the normal vector
to guarantee that the limit measure is still pointing in the normal direction. Indeed, take Q = [0, 1]2 and
consider a sequence of deformations such that

ηk(0, x2) = ηk(1, 1− x2) =

(
1

k
sin(kx2), x2

)

for all x2 ∈ [0, 1]. This can be done in such a way that ηk converges to some η with

η(0, x2) = η(1, 1− x2) = (0, x2)

in a sense that does not imply pointwise convergence of ∇ηk, e.g., weakly in W 2,2(Q;R2).
Now, observe that every contact set Cηk contains points x for which nηk(x) points in direction (1, 1).

In particular, we can construct contact forces σk which only point in this direction and have unit mass.
But then there exist a subsequence and a limit measure σ with the same property. However, all normals
associated to Cη are of the form (0,±1).

Yet, we also note that if we are not studying self contact, but contact between a deformable solid and an
immovable obstacle, the approach presented above can be adapted to work also for lower order materials,
as the obstacle’s normal is fixed.

Finally we note that if the measures σk are additionally uniformly L2 in time, as will be the case for
the corresponding quasistatic result, then the same holds for the limit. Before stating this result, we
discuss the notion of a measure being “L2 in time”, namely the space L2

w∗(I;M(∂Q;Rn)).

Remark 3.12 (Definition of L2
w∗(I;M(∂Q;Rn))). We use L2

w∗(I;M(∂Q;Rn)) to denote the space of all
σ : I →M(∂Q;Rn) which are weak∗ measurable, satisfy

‖σ‖2L2
w∗ (I;M(∂Q;Rn)) :=

ˆ
I

‖σ(t)‖2M(∂Q;Rn)dt <∞,

and any such two σ, σ̃ are considered to be equivalent if σ(t) = σ̃(t) for L1-a.e. t ∈ I. Here we recall that
σ is said to be weakly∗ measurable if

t 7→
ˆ
∂Q

ϕ · dσ(t)
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is measurable for all ϕ ∈ C(∂Q;Rn).
Observe that any σ ∈ L2

w∗(I;M(∂Q;Rn)) can be regarded as an element of M(I × ∂Q;Rn) by settingˆ
I×∂Q

ϕ(t, x) · dσ(t, x) :=

ˆ
I

ˆ
∂Q

ϕ(t, x) · dσ(t) dt, ϕ ∈ C(I × ∂Q;Rn).

Conversely, if σ ∈M(I × ∂Q;Rn) can be represented asˆ
I×∂Q

ϕ(t, x) · dσ(t, x) =

ˆ
I

ˆ
∂Q

ϕ(t, x) · dνt φ(t) dt, ϕ ∈ C(I × ∂Q;Rn)

with φ ∈ L2(I;R) and {νt}t∈I ⊂M(∂Q;Rn) a bounded weakly∗ measurable family of measures, then one
can regard σ as belonging to σ ∈ L2

w∗(I;M(∂Q;Rn)) by setting

σ(t) := φ(t)νt,

for L1-a.e. t ∈ I.

Lemma 3.13. Let σk ∈ L2
w∗(I;M(∂Q;Rn)) with ‖σk‖L2

w∗ (I;M(∂Q;Rn)) ≤ C be such that σk
∗
⇀ σ in

M(I × ∂Q;Rn). Then σ ∈ L2
w∗(I;M(∂Q;Rn)) and ‖σ‖L2

w∗ (I;M(∂Q;Rn)) ≤ C.

Proof. By the disintegration theorem (see e.g. [1, Theorem 2.28]) if we define µ ∈ M+(I) by µ(A) =
|σ|(A × ∂Q) for any Borel set A ⊂ I, we obtain a weakly∗ measurable family of measures {νt}t∈I ⊂
M(∂Q;Rn) with ‖νt‖M(∂Q;Rn) = 1 such that σ = µ(dt)⊗ νt. More precisely, we have thatˆ

I×∂Q
ϕdσ =

ˆ
I

ˆ
∂Q

ϕ(t, x) dνt(x) dµ(t), ϕ ∈ C(I × ∂Q).

We now show that µ has L2 density with respect to the Lebesgue measure on I. To see this, let g ∈ C(I)
with ‖g‖L2 ≤ 1. Then for all k we have that

C ≥ ‖σk‖L2
w∗ (I;M(∂Q;Rn)) ≥

ˆ
I

‖σk(t)‖M(∂Q;Rn)g(t) dt =

ˆ
I×∂Q

ϕd|σk| (3.2)

where ϕ(t, x) := g(t). Since |σk| ∗⇀ |σ| in M(I × ∂Q), (3.2) implies that

C ≥
ˆ
I×∂Q

ϕd|σ| =
ˆ
I

ˆ
∂Q

ϕ(t, x) dνt(x) dµ(t) =

ˆ
I

g(t) dµ(t). (3.3)

Since this is true for all g, (3.3) shows that µ defines a linear functional on C(I) which is bounded with
respect to the L2-norm. By the Hahn–Banach theorem, this functional admits an extension to L2(I)
and can be represented by φ ∈ L2(I), in the sense thatˆ

I

g dµ =

ˆ
I

gφ dt, g ∈ C(I).

Thus, as argued at the end of Remark 3.12, we see that σ ∈ L2
w∗(I;M(∂Q;Rn)). Moreover, we have

‖σ‖L2
w∗ (I;M(∂Q;Rn)) = ‖φ‖L2(I) ≤ C. This completes the proof. �

Remark 3.14. Even the stronger assumption of σk ∈ L2(I;M(∂Q)), i.e. strong measurability, (which
is satisfied for our approximation in Theorem 4.6) does not help, as the strong measurability may be
lost in the weak∗ limit. This is closely related to the fact that L2(I;M(∂Q)) is not the dual space to
L2(I;C(∂Q)), as M(∂Q) does not satisfy the Radon-Nikodým property (see e.g. [12, Section 1.3]).

3.3. Normals and almost normals. In the core sections of the paper, it would prove convenient to use
the normal field nη as a way of perturbing an admissible deformation. This will however not be allowed
as normal vectors lack the needed regularity. We overcome this difficulty by introducing an “almost”
normal field that is sufficiently regular for our purposes.

Definition 3.15 (Almost normals). (i) Let η ∈ E. Then ñη : Q→ Rn is an almost normal to η, if

ñη(x) · nη(x) >
1

2
∀x ∈ ∂Q and |ñη(x)| ≤ 1 ∀x ∈ Q.

(ii) Let η ∈ L∞(I;W 2,p(Q;Rn)) ∩W 1,2(I;W 1,2(Q;Rn)) be such that E(η) ∈ L∞(I). Then a vector
field ñη : I ×Q→ Rn is called almost normal to η, if

ñη(t, x) · nη(t, x) >
1

2
∀(t, x) ∈ I × ∂Q and |ñη(t, x)| ≤ 1 ∀(t, x) ∈ I ×Q.
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Notice in particular that almost normals are defined also in the interior of Q. While the existence of a
sufficiently regular (with respect to the space variables) almost normal ñη is well known to specialists in
the field, the precise statement used in the following and its proof are included here for the convenience
of the reader. As before, we present both the time-independent and time-dependent versions, but only
prove the slightly more complicated time-dependent version.

Proposition 3.16. Let η ∈ E with E(η) < ∞. Then there exists an almost normal ñη to η with
ñη ∈ Ck0(Q;Rn) for all k0 ∈ N satisfying ‖ñη‖Ck0 (Q;Rn) ≤ Ck0 , where Ck0 depends only on E(η) and k0.

Proposition 3.17. Let η ∈ L∞(I; E) ∩W 1,2(I;W 1,2(Q;Rn)) be such that E(η(t)) ≤ E0 for all t ∈ I.
Then there exists an almost normal ñη to η with ñη ∈ L∞(I;Ck0(Q;Rn)) for all k0 ∈ N, satisfying
‖ñη‖L∞(I;Ck0 (Q;Rn)) ≤ Ck0 , where Ck0 depends only on E0 and k0. Moreover, we can have that ñη ∈
W 1,2(I;L2(Q;Rn)) with ‖∂tñη‖L2(I×Q;Rn) ≤ C‖∂t∇η‖L2(I×Q;Rn), where C depends only on E0.

Proof. Reasoning as in Remark 3.4, due to the uniform bound on E(η(t)) and the fact that η ∈
C(I;C1,α(Q;Rn)), we obtain that nη ∈ C(I;C0,α(∂Q;Rn)). Notice that we can find δ > 0 such that for
all t ∈ I and all x, x̃ ∈ ∂Q it holds that

nη(t, x) · nη(t, x̃) > 3/4

whenever |x− x̃| < δ. We then consider an extension of nQ (still denoted by nQ) to the δ-neighborhood
of Q, namely Qδ, such that nQ ∈ C0,α(Qδ;Rn) with

‖nQ‖C0,α(Qδ;Rn) ≤ C(δ)‖nQ‖C0,α(∂Q;Rn)

and with the property that |nQ| ≡ 1 on Pδ, where Pδ denotes the δ-neighborhood of ∂Q. We then
consider the extension of the deformed normal nη to I ×Qδ (again, still denoted by nη) by

nη(t, x) =
cof∇η(t, x)nQ(x)

| cof∇η(t, x)nQ(x)| |nQ(x)|, (x, t) ∈ I ×Qδ if |nQ(x)| 6= 0

and by zero otherwise, where we use an extension of η to I × Qδ by a standard extension operator
from the fixed domain I × Q, which in particular can be chosen linear and so that it preserves the
norms in L∞(I;W 2,p(Qδ;Rn)) and W 1,2(I;W 1,2(Qδ;Rn)) up to a constant. Note that this in particular
implies sufficient regularity on the extended domain, so that the previous expression is well defined as
cof∇η(t, x)nQ(x) is uniformly continuous and bounded away from zero on ∂Q.

Arguing as in Remark 3.4 we see that nη ∈ C(I;C0,α(Qδ;Rn)) with Hölder seminorm dependent only
on E0. Moreover, by an application of the chain rule, we see that

‖∂tnη(t)‖L2(Q) ≤ C ‖∂t∇η(t)‖L2(Q)

for a constant C depending only on Q and E0.
Choose then δ̃ > 0 (possibly smaller that δ, dependent only on E0) so that for all t ∈ I, all x ∈ ∂Q,

and all x̃ ∈ Qδ we have that
nη(t, x) · nη(t, x̃) > 1/2

whenever |x− x̃| < δ̃. Finally, we mollify the (extended) normal field in space, that is, we set ñη := nη ∗ξδ̃
in I×Q, where ∗ is convolution with respect to x and ξδ̃ is the standard mollification kernel with parameter
δ̃. Then, for each time t, we have that

‖ñη(t)‖Ck0 (Q;Rn) ≤ Ck0‖nη(t)‖C(∂Q;Rn),

where Ck0 depends only on E0 and k0, and

‖∂tñη(t)‖L2(Q) ≤ ‖∂tnη(t)‖L2(Q) ≤ C ‖∂t∇η(t)‖L2(Q) .

As one can readily check, ñη is an almost normal to η in the sense of Definition 3.15. This concludes the
proof. �

3.4. Test functions for problems involving self-contact. We can now introduce the cone of admis-
sible test functions for our variational inequality and provide practical characterizations that are used
throughout the rest of the paper. For our purposes, we need to develop this theory for both the static
and the dynamical case. We believe that these characterizations are of independent interest and thus
provide the precise statements for both cases.

In the following we use X to denote a Banach space that embeds compactly into C1,α(Q;Rn).
Throughout the paper we apply the results of this section for X = W k0,2(Q;Rn) and X = W 2,p(Q;Rn)
(with suitable conditions on k0 and p).
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3.4.1. Test functions for static problems. We begin by giving a definition of the admissible test functions.

Definition 3.18. Let η ∈ E be a given deformation with E(η) < ∞. Then we define the corresponding
cone of admissible test functions (i.e., the tangent cone to E) as

Tη(E ∩X) :=



ϕ ∈W

2,p(Q;Rn) ∩X : ∀x ∈ Cη
∑

z∈η−1(η(x))

ϕ(z) · nη(z) ≥ 0, ϕ|Γ = 0



 . (3.4)

In case X = W 2,p(Q;Rn), we omit it in the notation.

We remark here for clarity that in view of Lemma 3.2, the sum in (3.4) consists of either one (in
the case of contact with ∂Ω) or two (in the case of self-contact) elements. Intuitively, the inequality in
the definition of Tη(E ∩ X) signifies that admissible test functions, i.e. admissible perturbations of the
deformation η, cannot point outside of Ω whenever η already lies on ∂Ω, and cannot further displace the
deformed configuration in a way that would cause interpenetration of matter.

Lemma 3.19. Let U, V ⊂ Rn be open, disjoint sets with ∂U ∩ ∂V 6= ∅. Let p ∈ ∂U ∩ ∂V be such that
∂U , ∂V are C1 near p and let vectors u, v ∈ Rn be such that

u · nU (p) + v · nV (p) ≤ −δ < 0.

Then there exist ε0 > 0 and ρ > 0 depending on δ, |u − v|, and the C1 moduli of continuity of ∂U and
∂V (in a neighborhood of p), such that Bρε(p+ εu) ⊂ V + εv for all ε ∈ (0, ε0).

Proof. As the proof follows from elementary consideration, we only give a sketch of the general idea. By
assumption, the vector w = u − v at the point p points inside V . Since the boundary of V is of class
C1, there exists a non-empty open cone in V with vertex at p in the direction w. The height of the cone
gives ε0, and the aperture of the cone gives ρ. �
Proposition 3.20. Let η ∈ E and ϕ ∈W 2,p

Γ (Q;Rn). If there exists x ∈ Cη with

−δ :=
∑

z∈η−1(η(x))

ϕ(z) · nη(z) < 0,

then there is ε0 > 0 depending on δ, ϕ, and E(η) such that η + εϕ /∈ E for all ε ∈ (0, ε0).

Proof. Let x and δ > 0 be as in the statement. If η(x) ∈ ∂Ω we set U = η(Q), V = Rn \ Ω, p = η(x),
u = ϕ(x), and v = 0. Recalling that the C1-modulus of continuity of η(∂Q) depends on E(η) (see
Remark 3.4), the previous lemma gives ε0 > 0 such that η(x) + εϕ(x) /∈ Ω for all ε ∈ (0, ε0), which
implies (η + εϕ)(Q) 6⊂ Ω, and therefore that η + εϕ /∈ E .

If this is not the case then by Lemma 3.2 we have that η−1(η(x)) = {x, y} for some y 6= x. Then
by Lemma 3.5 we can find a radius r > 0 (which depends on E(η)) such that U = η(Br(x) ∩ Q) and
V = η(Br(y)∩Q) are disjoint. As before, denote p = η(x), u = nη(x), v = nη(y) and apply the previous
lemma. We thus have ε0 > 0 and ρ > 0 such that

Bρε(η(x)) + εϕ(x) ⊂ η(Br(y) ∩Q) + εϕ(y)

for all ε ∈ (0, ε0). Eventually replacing r with a smaller number so that |ϕ(w) − ϕ(y)| ≤ ρ for all
w ∈ Br(y), we get that

dist(η(Br(y) ∩Q) + εϕ(y), (η + εϕ)(Br(y) ∩Q)) ≤ ρε.
Consequently, we have that

η(x) + εϕ(x) ∈ (η + εϕ)(Br(y) ∩Q).

for all ε ∈ (0, ε0). Since by Lemma 3.2 self-contact cannot happen at an interior point, this implies that
η + εϕ /∈ E . This concludes the proof. �

Equipped with this, we can derive some useful characterizations for the cone of admissible test func-
tions.

Proposition 3.21 (Characterizations of Tη(E ∩ X)). Let η ∈ E ∩ X and ϕ ∈ X. The following are
equivalent:

(i) ϕ ∈ Tη(E ∩X).
(ii) There exists a sequence {ϕk}k such that ϕk → ϕ in X, ϕk = 0 on Γ, and

∑

z∈η−1(η(x))

ϕk(z) · nη(z) > 0 (3.5)

for all k ∈ N and all x ∈ Cη.
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(iii) There exist a sequence of positive real numbers {εk}k and a sequence of test functions {ϕk}k with
ϕk → ϕ in X such that η + εϕk ∈ E for all ε ∈ [0, εk).

Additionally, the condition
(iv) there exists a curve Φ ∈ C([0, ε0); E ∩X) ∩ C1([0, ε0);X) such that Φ(0) = η and Φ′(0+) = ϕ

implies any of (i)-(iii) and conversely if ϕ satisfies the condition imposed on ϕk in (3.5), then this implies
(iv).4

Proof. (i) =⇒ (ii): It is enough to consider ϕk := ϕ + 1
k ξΓñη where ñη is the smooth almost normal

to η given by Proposition 3.16 and ξΓ : Q → R is a smooth function that vanishes on Γ and is
otherwise positive. Indeed, then for x ∈ Cη we have that

∑

z∈η−1(η(x))

ϕk(z) · nη(z) ≥
∑

z∈η−1(η(x))

1

k
ξΓ(z)ñη(z) · nη(z) ≥ 1

2k

∑

z∈η−1(η(x))

ξΓ(z) > 0.

(ii) =⇒ (iii): This is proved in Proposition 3 in [15] for the case of self-contact and X = W 2,p, but the
argument easily extends to general X. The case of contact with the boundary is the same, as it
can be treated like a part of the solid on which ϕ = 0.

(iii) =⇒ (i): Let {ϕk}k be as in (iii). We claim that ϕk ∈ Tη(E∩X). In fact, in view of Proposition 3.20
ϕk /∈ Tη(E ∩X) implies η + εϕk /∈ E for ε arbitrarily small, which is a contradiction with (iii).
Now it is apparent that Tη(E ∩X) is closed with respect to uniform convergence, therefore also
with respect to convergence in X. Thus ϕ ∈ Tη(E ∩X). This proves that (i)–(iii) are equivalent.

(iv) =⇒ (i): To see this, let x ∈ Cη and set

ϕ̃(ε, x) :=
Φ(ε, x)− η(x)

ε
.

We claim that we must have

lim
ε→0+

∑

z∈η−1(η(x))

ϕ̃(ε, z) · nη(z) ≥ 0. (3.6)

Notice that the limit in (3.6) exists since Φ ∈ C1([0, ε0);X) and that furthermore it equals∑
z∈η−1(η(x)) ϕ(z) ·nη(z). To prove the claim, arguing by contradiction, assume that there exists

a number δ > 0 with ∑

z∈η−1(η(x))

ϕ̃(ε, z) · nη(z) ≤ −δ < 0

for all ε small enough. Then, by Proposition 3.20 we have that Φ(ε, ·) = η(·) + εϕ̃(ε, ·) /∈ E for
all ε > 0 sufficiently small and we have thus arrived at a contradiction.

(i)+(3.5) =⇒ (iv): Set Φ(ε, x) := η(x) + εϕ(x). Then clearly Φ(0) = η and Φ′(0+) = ϕ. Additionally
Φ has the required regularity. It is only left to check that Φ(ε, ·) ∈ E . For this, we note that per
definition Φ(0) ∈ E and there is ε0 > 0 such that Φ(ε, ·) is globally injective (and maps to the
interior of Ω) for any ε ∈ (0, ε).

In fact it is enough to check for injectivity at the boundary. For any points x, y ∈ ∂Q
such that η(x) and η(y) (resp. η(x) and ∂Ω) have a fixed minimum distance, this follows from
continuity. Similarly for any points x, y ∈ Q that are close to each other, the same follows from
local injectivity (see Lemma 3.5). This allows us to restrict our attention to pairs (x, y) in an
arbitrary neighborhood of the compact set {(x̃, ỹ) ∈ ∂Q× ∂Q : η(x̃) = η(ỹ)} (resp. points x in a
neighborhood of {x̃ ∈ ∂Q : η(x̃) ∈ ∂Ω}).

But then we can choose this neighborhood small enough so that the condition in (3.5) extends
to those pairs as well. Together with the definition of the normal vector, for any such pair (x, y),
this allows us to pick a unit vector n such that n · (η(x) − η(y)) = 0 and (ϕ(x) − ϕ(y)) · n > 0.
This then implies that Φ(ε, x) and Φ(ε, y) cannot coincide. A similar result holds for z ∈ ∂Ω in
place of η(y). �

Remark 3.22. Note that the approximating sequences in (ii) and (iii) are necessary. For a general ϕ
satisfying one of the conditions, it is not true that η + εϕ ∈ E for any ε > 0. Even if one excludes
tangential movement, a condition like ϕ · n ≥ 0 only guarantees that the points of Cη themselves are not
displaced in a way that would violate interpenetration of matter or move outside of Ω, but it cannot be
used to conclude the same about any neighborhood.

4Note that this implies that (3.5) characterizes the interior of Tη(E ∩X). Additionally, for a sufficiently regular η, it is
not hard to prove that (iv) is in fact equivalent to the other three conditions. However, this proof involves splitting ϕ into
its precise normal and tangential components and is thus not easily transferred to the general situation.
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To see this in a simple example, consider the following situation. Take Ω to be the upper half-plane,
Q a subset of the upper half-plane such that ∂Q includes (−1, 1)× {0} and η(x1, x2) := (x1, x2 + x2

1) as
well as ϕ(x1, x2) := (0, 2x1). Then there is contact only at (0, 0), where ϕ · n = 0, but for any ε > 0 we
have (η(s, 0) + εϕk(s, 0))2 < 0 for some s small enough and thus a non-superficial intersection with the
boundary.

However, ϕ is still an admissible test function in the sense of (i) and one can even construct the curve

Φ(t, x) := (x1, x2 + (x1 + t)2)

which satisfies Φ(0, ·) = η and d
dt |t=0Φ = ϕ and as such is admissible in the sense of (iv).

The next result shows that the set of admissible test functions is well-behaved with respect to sequences
of approximating deformations.

Proposition 3.23. Let {ηk}k∈N ⊂ E ∩X be given with E(ηk) uniformly bounded and assume that there
exists η ∈ E ∩X such that ηk → η in X. Then, for every ϕ ∈ Tη(E ∩X) there exists a sequence {ϕk}k∈N
such that ϕk → ϕ in X and with the property that ϕk ∈ Tηk(E ∩X) for all k ∈ N.

Proof. By Proposition 3.21 (ii), we can approximate ϕ by a sequence of {ϕl}l∈N for which (3.5) holds.
Additionally, as we have seen in the proof of Theorem 3.9, any converging sequence of contact points
{xk}k with xk ∈ Cηk has to converge to a contact point x ∈ Cη. But then by the fact that Cη is compact,
nηk converges uniformly, and since each element of {ϕl}l∈N is continuous, we have that for fixed l, (3.5)
holds for all ηk with k large enough. In particular, we can use this to pick a non-decreasing sequence lk
such that ϕlk ∈ Tηk(E ∩X). �

3.4.2. Test functions for evolutionary problems. Throughout this section, let

η ∈ L∞(I; E ∩X) ∩W 1,2(I◦;W 1,2(Q;Rn)) with E(η(t)) ≤ E0 for all t ∈ I. (3.7)

Note that this matches exactly the regularity that we ask for solutions to our time-dependent problem (see
Definition 2.4). Recall that by the Aubin-Lions lemma η admits a representative in C(I;C1,α(Q;Rn)).
In the following, we always work with this representative without further notice.

Our aim here is to present the time-dependent versions of the results in the previous section. They
follow along the same lines, therefore we will be brief and only indicate the differences to the static
versions.

Definition 3.24. Let η be given as in (3.7). By a slight abuse of notation, we denote

C(I;Tη(E ∩X)) := {ϕ ∈ C(I;W 2,p(Q;Rn) ∩X) : ϕ(t) ∈ Tη(t)(E ∩X), t ∈ I},
where Tη(t)(E ∩X) is understood as in the time-independent Definition 3.18.

Lemma 3.25. Let η be given as in (3.7) and let ϕ ∈ C(I;X) be such that ϕ(t, ·) = 0 on Γ. If there
exists (t, x) ∈ Cη with5

−δ :=
∑

z∈η−1(t,η(t,x))

ϕ(t, z) · nη(t, z) < 0,

then there is ε0 > 0 depending on δ, ϕ and E0 such that η(t) + εϕ(t) /∈ E for all ε ∈ (0, ε0).

This is a straightforward consequence of Proposition 3.20. Therefore, we can formulate the time-
dependent version of the various characterizations of our test functions.

Proposition 3.26 (Characterizations of C(I;Tη(E ∩X))). The following are equivalent:
(i) ϕ ∈ C(I;Tη(E ∩X)).

(ii) There exists a sequence {ϕk}k with ϕk → ϕ in C(I;X) such that ϕ(t, ·) = 0 on Γ, and
∑

z∈η−1(t,η(t,x))

ϕk(t, z) · nη(t, z) > 0 (3.8)

for all (t, x) ∈ Cη and all k ∈ N.
(iii) There exist a sequence of positive real numbers {εk}k and a sequence of test functions {ϕk}k with

ϕk → ϕ in C(I;X) such that η(t) + εϕk(t) ∈ E for L1-a.e. t ∈ I and all ε ∈ [0, εk);
Additionally the condition

(iv) there exists Φ ∈ C([0, ε0);L∞(I; E ∩X))∩C1([0, ε0);L∞(I;X)) such that Φ(0) = η and Φ′(0+) =
ϕ

5As before, η−1 denotes the preimage of η(t, ·).
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implies any of (i)-(iii) and conversely if ϕ satisfies the condition imposed on ϕk in (3.8), then this implies
(iv).

The proof follows analogously as the proof of Proposition 3.21 with the following changes: The smooth
almost normal ñη is now the time-dependent version from Proposition 3.17; instead of Proposition 3.20
one has to invoke the time-dependent version Lemma 3.25.

Proposition 3.27. Let {ηk}k ⊂ L∞(I; E ∩ X) ∩W 1,2(I◦;W 1,2(Q;Rn)) with E(ηk(t)) ≤ E0 be given
and assume that there exists η satisfying (3.7) such that ηk(t) → η(t) in X, uniformly in t for t ∈ I.
Then, for every ϕ ∈ C(I;Tη(E ∩ X)) there exists a sequence {ϕk}k such that ϕk → ϕ in C(I;X)
and with the property that ϕk ∈ C(I;Tηk(E ∩ X)) for all k ∈ N. Additionally, if J ⊂ I and ϕ ∈
C(I;Tη(E ∩X)) ∩ C1

c (J ;L2(Q;Rn)), then we can find a sequence {ϕk}k as above but with the property
that ϕk ∈ C(I;Tηk(E ∩X)) ∩ C1

c (J ;L2(Q;Rn)) for all k ∈ N.

Again, the proof is the same as in Proposition 3.23, using the time-dependent almost normal and
uniform convergence in time.

4. Existence results for the quasistatic regime

This section is concerned with the study of the quasistatic counterpart to (1.1). To be precise, for a
given energy-dissipation pair (E,R), we prove existence of solutions to

DE(η) +D2R(η, ∂tη) = f (4.1)

in a framework compatible with the standard assumptions of second-order nonlinear elasticity. As a
particular case of our analysis, we obtain an existence result for a parabolic variant of (1.1), that is,

ρ
∂tη

h
+DE(η) +D2R(η, ∂tη) = f + ρ

ζ

h
, (4.2)

where ζ(t) will later correspond to ∂tη(t− h) and the two terms thus form the difference quotient

ρ
∂tη(t)− ∂tη(t− h)

h
.

While (4.2) has no direct physical relevance, solutions to this problem will play a fundamental role
when inertial effects are taken into account (see Section 5).

Similarly to [15], where the authors study equilibrium configurations for a second-order nonlinear
solid, our presentation is divided into two parts. First, we prove the existence of solutions to a variational
inequality via minimizing movements. Then, in the second part of the section, we recover the governing
equations by reintroducing contact forces. These forces can be interpreted as a Lagrange multiplier
associated to the global injectivity constraint.

4.1. Existence of weak solutions via minimizing movements. Throughout the section we con-
sider an energy-dissipation pair (E,R), which can be thought of as a regularized version of the energy-
dissipation pair introduced in Section 2 where, roughly speaking, the underlying space W 2,p is replaced
by W k0,2, with k0 − n

2 > 2− n
p , so that W k0,2(Q;Rn) compactly embeds in W 2,p(Q;Rn). Note that the

leading term in E is now quadratic (see Section 5), which results in a corresponding linear term in the
equation. The assumptions (E.1)–(E.5) and (R.1)–(R.4) are thus replaced by their regularized versions
as follows.

We assume that E : W k0,2(Q;Rn)→ (−∞,∞] satisfies the following properties:
(E′.1) There exists Emin > −∞ such that E(η) ≥ Emin for all η ∈W k0,2(Q;Rn). Moreover, E(η) <∞

for every η ∈W k0,2(Q;Rn) with infQ det∇η > 0.
(E′.2) For every E0 ≥ Emin there exists ε0 > 0 such that det∇η ≥ ε0 for all η with E(η) ≤ E0.
(E′.3) For every E0 ≥ Emin there exists a constant C such that

‖∇k0η‖L2 ≤ C
for all η with E(η) ≤ E0.

(E′.4) E is weakly lower semicontinuous, that is,

E(η) ≤ lim inf
k→∞

E(ηk)

whenever ηk ⇀ η in W k0,2(Q;Rn).



INERTIAL EVOLUTION IN THE FACE OF (SELF-)COLLISION 17

(E′.5) E is differentiable in its effective domain with derivative DE(η) ∈ (W k0,2(Q;Rn))∗ given by

DE(η)〈ϕ〉 =
d

dε
E(η + εϕ))

∣∣∣∣
ε=0

.

Furthermore, DE is bounded and continuous with respect to weak convergence in W k0,2(Q;Rn)
on any sub-level set of E.

Furthermore, we assume that the dissipation potential R : W k0,2(Q;Rn) × W k0,2(Q;Rn) → [0,∞)
satisfies the following properties:
(R′.1) R is weakly lower semicontinuous in its second argument, that is, for all η ∈ W k0,2(Q;Rn) and

every bk ⇀ b in W k0,2(Q;Rn) we have that

R(η, b) ≤ lim inf
k→∞

R(η, bk).

(R′.2) R is homogeneous of degree 2 with respect to its second argument, that is,

R(η, λb) = λ2R(η, b)

for all λ ∈ R.
(R′.3) R admits the following Korn-type inequality: For all ε0 > 0, there exists a constant KR such

that
KR‖b‖2Wk0,2 ≤ ‖b‖L2 +R(η, b)

for all η ∈ E ∩W k0,2(Q;Rn) with det∇η > ε0 and b ∈ Tη(E ∩W k0,2).
(R′.4) R is differentiable in its second argument, with derivative D2R(η, b) ∈ (W k0,2(Q;Rn))∗ given by

D2R(η, b)〈ϕ〉 :=
d

dε
R(η, b+ εϕ)

∣∣∣∣
ε=0

.

Furthermore, the map (η, b) 7→ D2R(η, b) is bounded and weakly continuous with respect to both
arguments, that is,

lim
k→∞

D2R(ηk, bk)〈ϕ〉 = D2R(η, b)〈ϕ〉

holds for all ϕ ∈W k0,2(Q;Rn) and all sequences ηk ⇀ η and bk ⇀ b in W k0,2(Q;Rn).
The quasistatic equivalent of (R′.3) is formulated as follows:
(R′.3q) R admits the following Korn-type inequality: For any ε0 > 0, there exists KR such that

KR‖b‖2Wk0,2 ≤ R(η, b)

for all η ∈ E with det∇η > ε0 and all b ∈W k0,2
Γ (Q;Rn).

Next, we give the precise definition of a solution to (4.1).

Definition 4.1. Let h > 0, η0 ∈ E ∩W k0,2(Q;Rn), and f ∈ L2((0, h);L2(Q;Rn)) be given. We say that

η ∈W 1,2((0, h);W k0,2(Q;Rn)) ∩ L∞((0, h); E ∩W k0,2(Q;Rn)) with E(η) ∈ L∞((0, h))

is a solution to (4.1) in (0, h) if η(0) = η0 and
ˆ h

0

DE(η(t))〈ϕ(t)〉+D2R(η(t), ∂tη(t))〈ϕ(t)〉 dt ≥
ˆ h

0

〈f(t), ϕ(t)〉L2 dt (4.3)

holds for all ϕ ∈ C([0, h];Tη(E ∩W k0,2)).

Remark 4.2. Let us comment here on Definition 4.1.
(i) It is worth noting that the initial condition η(0) = η0 in Definition 4.1 is satisfied in the classical

sense since every element η of W 1,2((0, h);W k0,2(Q;Rn)) admits a representative in the space
Cw([0, h];W k0,2(Q;Rn)).

(ii) We also remark that the variational inequality (4.3) is preserved along sequences of test functions
{ϕk}k such that ϕk ⇀ ϕ in L2((0, h);W k0,2(Q;Rn)).

(iii) The inequality in (4.3) is a consequence of the injectivity constraint imposed on the class of
admissible deformations. In particular, it is evident from the fact that C∞c (Q;Rn) ⊂ Tη(E ∩X)
that if ϕ(t, ·) ∈ C∞c (Q;Rn) then (4.3) holds as an equality. Similarly, equality holds if collisions
can be excluded a priori.

The existence of solutions to (4.1) is established in the following theorem.
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Theorem 4.3. Let E satisfy (E′.1)–(E′.5), R satisfy (R′.1), (R′.2), (R′.3q) as well as (R′.4) and let h,
η0, and f be given as above. Then there exists a solution η to (4.1) in the sense of Definition 4.1.
Furthermore, for every t ∈ [0, h], η satisfies the energy inequality

E(η(t)) + 2

ˆ t

0

R(η(s), ∂tη(s)) ds ≤ E(η0) +

ˆ t

0

〈f(s), ∂tη(s)〉L2 ds. (4.4)

Proof. For the convenience of the reader, we divide the proof into several steps.
Step 1: Given M ∈ N, we set τ := h/M and decompose [0, h] into subintervals [kτ, (k+ 1)τ ] of length τ .
Moreover, for every 1 ≤ k ≤M we let

fk :=
1

τ

ˆ kτ

(k−1)τ

f(t) dt ∈ L2(Q;Rn).

We then define recursively ηk ∈ E ∩W k0,2(Q;Rn) to be a solution of the minimization problem for

Jk(η) := E(η) + τR
(
ηk−1,

η−ηk−1

τ

)
− τ

〈
fk,

η−ηk−1

τ

〉
L2
, (4.5)

that is,
ηk ∈ arg min

{
Jk(η) : η ∈ E ∩W k0,2(Q;Rn)

}
. (4.6)

We remark that the existence of ηk is a consequence of the direct method in the calculus of variations.
Indeed (E′.3) and (R′.3q) imply that Jk is coercive and the rest follows from (E′.1), (E′.2), (E′.4) and
(R′.1). Therefore, in view of (4.6) we have that Jk(ηk) ≤ Jk(ηk−1); moreover, since R(η, 0) = 0 for all η
(see (R′.2)), the inequality can be rewritten as

E(ηk) + τR
(
ηk−1,

ηk−ηk−1

τ

)
≤ E(ηk−1) + τ

〈
fk,

ηk−ηk−1

τ

〉
L2
. (4.7)

Additionally, (R′.3q) implies that

KR

τ
‖ηk − ηk−1‖2L2 ≤ τR

(
ηk−1,

ηk−ηk−1

τ

)
. (4.8)

Notice that by Young’s inequality we have that

τ
〈
fk,

ηk−ηk−1

τ

〉
L2
≤ τ

2c
‖fk‖2L2 +

c

2τ
‖ηk − ηk−1‖2L2 . (4.9)

Thus, combining (4.8) and (4.9) with (4.7) yields

E(ηk) +
τ

2
R
(
ηk−1,

ηk−ηk−1

τ

)
≤ E(ηk−1) +

τ

2c
‖fk‖2L2 . (4.10)

Summing over k = 1, . . . ,m in (4.10), where m ≤M , we arrive at

E(ηm) +

m∑

k=1

τ

2
R
(
ηk−1,

ηk−ηk−1

τ

)
≤ E(η0) +

1

2c

m∑

k=1

τ‖fk‖2L2 . (4.11)

Notice that an application of Jensen’s inequality yields
m∑

k=1

τ‖fk‖2L2 ≤
m∑

k=1

ˆ kτ

(k−1)τ

‖f(t)‖2L2 dt ≤ ‖f‖2L2(L2). (4.12)

Combining (4.11) and (4.12) we can find a constant C0 which depends only on Q, KR, E(η0) and
‖f‖L2(L2) such that the following estimates hold uniformly in τ :

sup
k≤M

E(ηk) ≤ C0, (4.13)

M∑

k=1

τ

∥∥∥∥
ηk − ηk−1

τ

∥∥∥∥
2

L2

≤ C0, (4.14)

M∑

k=1

τR
(
ηk−1,

ηk−ηk−1

τ

)
≤ C0. (4.15)

Next, for t ∈ [(k − 1)τ, kτ) we let

η
τ
(t) := ηk−1, ητ (t) := ηk, and ητ (t) :=

kτ − t
τ

ηk−1 +
t− (k − 1)τ

τ
ηk.
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Notice that due to the coercivity of E, the families of functions {η
τ
}τ , {ητ}τ , and {ητ}τ are uniformly

bounded in L∞((0, h);W k0,2(Q;Rn)). Moreover, from (4.14) and (4.15) we also obtain that
ˆ h

0

‖∂tητ (t)‖2L2 dt ≤ C0,

KR

ˆ h

0

‖∇k0∂tητ (t)‖2L2 dt ≤ C0,

where KR is the constant in the Korn’s inequality for R (see (R′.3q)), which is bounded thanks to (4.13).
Reasoning as above we have that ∂tητ is bounded in L2((0, h);W k0,2(Q;Rn)). Consequently, {ητ}τ
is bounded in W 1,2((0, h);W k0,2(Q;Rn)), and eventually extracting a subsequence (which we do not
relabel) we find η, η ∈ L∞((0, h);W k0,2(Q;Rn)) and η ∈W 1,2((0, h);W k0,2(Q;Rn)) such that

η
τ

∗
⇀ η in L∞((0, h);W k0,2(Q;Rn)),

ητ
∗
⇀ η in L∞((0, h);W k0,2(Q;Rn)),

and
ητ ⇀ η in W 1,2((0, h);W k0,2(Q;Rn)). (4.16)

Next, we claim that η = η = η. Indeed, by (4.8) and (4.15) we see that

‖ηk − ηk−1‖2Wk0,2 ≤
C0τ

c
. (4.17)

In turn, we have that for t ∈ [(k − 1)τ, kτ)

‖ητ (t)− ητ (t)‖2Wk0,2 =

∥∥∥∥
kτ − t
τ

(ηk−1 − ηk)

∥∥∥∥
2

Wk0,2

≤ C0τ

c
. (4.18)

To prove the claim, it is enough to notice that in view of (4.18),
∣∣∣∣∣

ˆ h

0

〈ϕ(t), ητ (t)− ητ (t)〉 dt
∣∣∣∣∣ ≤ lim

τ→0

√
C0τ

c

ˆ h

0

‖ϕ(t)‖(Wk0,2)∗ dt = 0

holds for all ϕ ∈ L1((0, h);W k0,2(Q;Rn)∗).
We conclude this step by proving that η ∈ L∞((0, h); E ∩ W k0,2(Q;Rn)). The result, in turn, is

obtained by showing that the sequence {ητ}τ converges to η uniformly; to be precise, we will show that
(up to the extraction of a subsequence)

ητ → η in L∞((0, h);W 2,p(Q;Rn)). (4.19)

Notice that this readily implies the claim since η ∈ L∞((0, h);W k0,2(Q;Rn)) and furthermore since E is
closed with respect to weak convergence inW 2,p(Q;Rn). To prove (4.19), we argue as follows: By (4.16),
together with an application of the Aubin–Lions lemma we see that ητ → η in C([0, h];W 2,p(Q;Rn)).
Therefore, (4.18) implies that

‖η(t)− ητ (t)‖W 2,p ≤ ‖η(t)− ητ (t)‖W 2,p + ‖ητ (t)− ητ (t)‖W 2,p

≤ ‖η − ητ‖L∞(W 2,p) + C‖ητ (t)− ητ (t)‖Wk0,2

≤ ‖η − ητ‖L∞(W 2,p) + C

√
C0τ

c

holds for L1-a.e. t ∈ [0, h]. Letting τ → 0 concludes the proof of (4.19).
Step 2: Next, we show that the function η obtained in the previous step is a solution to (4.1) in
the sense of Definition 4.1. To this end, consider ϕ ∈ W k0,2(Q;Rn) such that there is a curve Φ ∈
C0([0, ε0); E ∩W k0,2(Q;Rn)) ∩ C1([0, ε0);W k0,2(Q;Rn)) with Φ′(0+) = ϕ, as in Proposition 3.21 (iv).
By the minimality of ηk we obtain that

0 ≤ d

dε
Jk(Φ(ε))

∣∣∣∣
ε=0

=
[
DE(ηk) +D2R

(
ηk−1,

ηk−ηk−1

τ

)]
〈ϕ〉 − 〈fk, ϕ〉L2 . (4.20)

By Proposition 3.21 (ii), the same is then also true for all ϕ ∈ Tη(E ∩W k0,2).
Let {τj}j∈N ⊂ (0, 1) with τj → 0+ be a decreasing subsequence for which (4.16) and (4.19) hold,

and consider ϕ ∈ C([0, h];Tη(E ∩W k0,2)). By Proposition 3.27, there exists a sequence {ϕj}j∈N such
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that ϕj → ϕ in C([0, h];W k0,2) and ϕj ∈ C([0, h];Tηj (E ∩W k0,2)). In particular, since this implies that
ϕj(t) ∈ Tηk(E ∩W k0,2) for t ∈ [(k − 1)τj , kτj), for L1-a.e. such t we can rewrite (4.20) as

[
DE(ητj (t)) +D2R(η

τj
(t), ∂tητj (t))

]
〈ϕj(t)〉 −

〈
fτj (t), ϕj(t)

〉
L2 ≥ 0, (4.21)

where fτj (t) := fk for all t ∈ [(k− 1)τj , kτj). Integrating (4.21) over [(k− 1)τj , kτj) and summing up the
resulting inequalities we get

ˆ h

0

[
DE(ητj (t)) +D2R(η

τj
(t), ∂tητj (t))

]
〈ϕj(t)〉 dt ≥

ˆ h

0

〈fτj (t), ϕj(t)〉L2 dt. (4.22)

Notice that fτj (t)→ f(t) for L1-a.e. t ∈ [0, h] (to be precise, for every t which is a Lebesgue point). Then
by Lebesgue’s dominated convergence theorem we also have that fτj → f in L2((0, h);L2(Q;Rn)). In
turn, we can pass to the limit pass to the limit as τj → 0+ on the right-hand side of (4.22). Convergence
for the terms on the left-hand side is a consequence of (E′.5) and (R′.4). Thus, we have shown that η
satisfies (4.3) for all ϕ ∈ C([0, h];Tη(E ∩W k0,2)).
Step 3 : As it remains to verify that η satisfies the energy inequality (4.4), the goal of this step is to show
that −∂tη is an admissible test function. For t ∈ (ε, h− ε), let

∂εt η(t) :=
η(t− ε)− η(t)

ε
.

Let {χε}ε be a family of smooth cut-off functions with the property that χε ∈ Cc((ε, h − ε); [0, 1]) and
χε → 1 in L2((0, h)). Then, χε∂εt η → −∂tη in L2((0, h);W k0,2(Q;Rn)). Fix (t, x) ∈ Cη. We claim that

lim
ε→0+

∑

z∈η−1(t,η(t,x))

∂εt η(t, z) · nη(t, x) ≥ 0.

Indeed, if this is not the case then we can find a sequence εj → 0+ and a number δ > 0 such that∑
z∈η−1(t,η(t,x)) ∂

εj
t η(t, z) · nη(t, z) ≤ −δ for all j. In turn, by Proposition 3.20, we must have that

η(t− εj , ·) = η(t, ·) + εj∂
εj
t η(t, ·) /∈ E

for all j sufficiently large. We thus reached a contradiction and the claim is proved. Now let

ϕε,δ := χε∂
ε
t η + δξΓñη,

where ξΓ : Q → R is a smooth function that vanishes on Γ and is otherwise positive. Then, for all
small values of δ > 0, in view of Proposition 3.26 we have that ϕε,δ ∈ C([0, h];Tη(E ∩W k0,2)) for all ε
sufficiently small. The desired result follows by testing with ϕε,δ in (4.3), letting ε→ 0+ first, and then
δ → 0+. A similar argument shows that −χ[0,t]∂tη is an admissible test function.
Step 4: In view of the previous step, we can substitute ϕ = −χ[0,t]∂tη in the variational inequality (4.3)
and obtain that ˆ t

0

[DE(η(s)) +D2R(η(s), ∂tη(s))] 〈∂tη(s)〉 ds ≤
ˆ t

0

〈f, ∂tη(s)〉L2 ds.

Using the fundamental theorem of calculus for the term involving the elastic energy and (R′.2), the
previous inequality can be rewritten as

E(η(t))− E(η(0)) + 2

ˆ t

0

R(η(s), ∂tη(s)) ds ≤
ˆ t

0

〈f(s), ∂tη(s)〉L2 ds.

This concludes the proof. �

As a corollary, we show the existence of solutions to (4.2).

Corollary 4.4. Let E and η0 be given as above and assume that for some h > 0

R̃(η, b) := R(η, b) +
ρ

2h
‖b‖2L2 , (4.23)

where R now satisfies (R′.1)–(R′.4). Define additionally f̃ := f + ρ ζh for some ζ ∈ L2((0, h);L2(Q;Rn)).
Then the conclusions of Theorem 4.3 continue to hold. In particular, this yields the existence of a weak
solution to (4.2) (in the sense of Definition 4.1), where (4.3) can be rewritten as
ˆ h

0

[DE(η(t))+D2R̃(η(t), ∂tη(t))]〈ϕ(t)〉 dt+
ˆ h

0

〈
ρ
∂tη(t)− ζ

h
, ϕ(t)

〉

L2

dt ≤
ˆ h

0

〈f(t), ϕ(t)〉L2 dt. (4.24)
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Furthermore, for every t ∈ [0, h], η satisfies the energy inequality

E(η(t)) + 2

ˆ t

0

R̃(η(s), ∂tη(s)) ds+
ρ

2h

ˆ t

0

‖∂tη(s)‖2L2 ds

≤ E(η0) +

ˆ t

0

〈f(s), ∂tη(s)〉2L2 ds+
ρ

2h

ˆ t

0

‖ζ‖2L2 ds. (4.25)

Proof. We note that since R satisfies (R′.3) then (R′.3q) holds for R̃. Similarly, since (R′.1), (R′.2) and
(R′.4) hold for R, they also hold for R̃. As a result, we can apply Theorem 4.3.

What is left is the energy inequality. For this we note that rewriting the energy inequality for R̃ and
f̃ in terms of R and f and using Young’s inequality yields

E(η(t))− E(η(0)) + 2

ˆ t

0

R(η(s), ∂tη(s)) +
ρ

h
‖∂tη(s)‖L2 ds ≤

ˆ t

0

〈
f(s) + ρ ζh , ∂tη(s)

〉
L2

ds

≤
ˆ t

0

[
〈f(s), ∂tη(s)〉L2 +

ρ

2h
‖ζ(s)‖2L2 +

ρ

2h
‖∂tη(s)‖2L2

]
ds.

Rearranging the terms on both sides then results in the claim. �

4.2. Existence of the contact force. We now refine the results of the previous section to show that
the inequality (4.3) can be characterized by the existence of a contact force.

Definition 4.5 (Solution with a contact force). Let η0 ∈ E ∩W k0,2(Q;Rn) and f ∈ L2((0, h);L2(Q;Rn))
be given. We say that

η ∈W 1,2((0, h);W k0,2(Q;Rn)) ∩ L∞((0, h); E ∩W k0,2(Q;Rn)), σ ∈ L2
w∗((0, h);M(∂Q;Rn)),

where σ is a contact force for η (see Definition 3.6), is a solution with a contact force to (4.1) if η(0) = η0

and ˆ h

0

[DE(η(t)) +D2R(η(t), ∂tη(t))] 〈ϕ(t)〉 dt =

ˆ h

0

〈σ(t), ϕ(t)〉 dt+

ˆ h

0

〈f(t), ϕ(t)〉L2 dt (4.26)

for all ϕ ∈ C([0, h];W k0,2
Γ (Q;Rn)).

Theorem 4.6. Let E satisfy (E′.1)–(E′.5), R satisfy (R′.1), (R′.2), (R′.3q) as well as (R′.4). Given
η0 ∈ E ∩ W k0,2(Q;Rn) and f ∈ L2((0, h);L2(Q;Rn)), there exists a solution with a contact force to
(4.1). Moreover, η satisfies the energy inequality (4.4) for all t ∈ [0, h], and the contact force satisfies
σ ∈ L2

w∗((0, h);M(∂Q;Rn)) with estimate
ˆ h

0

‖σ(t)‖2M(∂Q;Rn)dt ≤ CE0

(
h+ ‖∂tη‖2L2(W 1,2) + ‖f‖2L2(L2)

)
. (4.27)

Remark 4.7. If we applied the Lagrange multiplier theorem to our constrained minimization problem, we
would get the contact “ force” only in the form of a distribution, namely as an element of (W k0,2(Q;Rn))∗.
An estimate in the same space for the time-continuous, parabolic solution is directly available by using
the equation, cf. [13]. However [15] proved that in the steady case, one in fact obtains a measure–valued
contact force in the sense our definition. We will use their argument here, but in addition to that we
employ a quantitative estimate on the norm of the measure to retain the desired regularity when passing
to the limit as τ → 0.

Proof. We use the approximation ητ resp. ητ and all other relevant notation from the proof of Theo-
rem 4.3. Fix k ∈ {1, . . . ,M} and recall that we have that

DJk(ηk) = DE(ηk) +D2R
(
ηk−1,

ηk−ηk−1

τ

)
− fk ∈ (W k0,2(Q;Rn))∗.

Step 1: By the assumptions on η0|Γ (see Remark 2.3) and the local injectivity, we can pick a com-
pact subset K ⊂ ∂Q such that η(t)|∂Q\K is always injective. Then by the action-reaction principle,
estimating ‖σk‖M(K;Rn) is enough to estimate ‖σk‖M(∂Q;Rn). Without loss of generality, we can choose
ξΓ ∈ C∞Γ (Q; [0, 1]) such that ξΓ(x) = 1 for all x ∈ K. We will now follow6 [15] to get the existence of a

6To avoid confusion, we note that since we use interior normals, some signs and inequalities have to be turned around.
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contact force for the auxiliary problem. Let us denote

M+
ηk

:=

{
(`, w) ∈ R× C(∂Q) : ∃ϕ ∈W k0,2

Γ (Q,Rn) s.t. DJk(ηk)〈ϕ〉 ≤ `

and ∀x ∈ Cηk we have
∑

z∈η−1(η(x))

ϕ(z) · nηk(z) ≥
∑

z∈η−1(η(x))

w(z)

}
,

M− := {(`, w) ∈ R× C(∂Q) : ` ≤ 0, w ≥ 0}.

Now, if ` < 0 and w > 0, then any ϕ ∈W k0,2
Γ (Q;Rn) satisfying

∑

z∈η−1(η(z)))

ϕ(z) · nηk(z) ≥
∑

z∈η−1(η(x))

w(z) > 0

for all x ∈ Cη is an admissible test function by Proposition 3.21. Hence ϕ satisfies (by the previous
proof) the variational inequality

DJk(ηk)〈ϕ〉 ≥ 0 > `,

and thus (`, w) /∈ M+
ηk
. This means that M+

ηk
∩ intM− = ∅. Since both sets are convex, we can find a

separating hyperplane. That is, there exists (λ0, σ0) ∈ (R×C(∂Q))∗ = R×M(∂Q) with (λ0, σ0) 6= (0, 0)
such that

λ0`+ 〈σ0, w〉 ≤ 0, (`, w) ∈M+
ηk
, (4.28)

λ0`+ 〈σ0, w〉 ≥ 0, (`, w) ∈M−.
The latter inequality shows that for every w ≥ 0, since (0, w) ∈M−, we have that 〈σ0, w〉 ≥ 0. Hence the
measure σ0 ∈M+(∂Q) is non-negative. Furthermore, for any w ∈ C(∂Q) with w ≥ 0 and suppw∩Cηk =
∅ we see immediately that (0, w) ∈M+

ηk
∩M− and thus 〈σ0, w〉 = 0. This proves that suppσ0 ⊂ Cηk .

Now, given ϕ ∈W k0,2
Γ (Q;Rn) we have that (DJk(ηk)〈ϕ〉, nηk · ϕ) ∈M+

ηk
, and so

λ0DJk(ηk)〈ϕ〉+ 〈σ0, nηk · ϕ〉 ≤ 0.

Repeating the argument with −ϕ in place of ϕ we obtain that

λ0DJk(ηk)〈ϕ〉+ 〈σ0, nηk · ϕ〉 = 0. (4.29)

Fix δ > 0 and denote ϕδ = δξΓñηk , where ñηk is the smooth almost normal from Corollary 3.16. Then
ϕδ ∈ C2

Γ(Q;Rn) and moreover ‖ϕδ‖Wk0,2(Q;Rn) ≤ C̃δ, where by the estimate from Proposition 3.17 and
the energy estimate (4.13), C̃ depends only on C0 = E(η0) + ‖f‖L2(L2). Then, for every x ∈ Cηk ∩K,
we have that

∑

z∈η−1(η(x))

ϕδ(z) · nηk(z) = δ
∑

z∈η−1(η(x))

ñηk(z) · nηk(z) ≥ δ

2
.

This shows that (DJk(ηk)〈ϕδ〉, δ/2) ∈ M+
ηk
, where δ/2 is treated as a constant function. Hence by

(4.28) we obtain that
λ0DJk(ηk)〈ϕδ〉+ 〈σ0, δ/2〉 ≤ 0. (4.30)

From this we can see that λ0 < 0. Indeed, if λ0 = 0, then σ0 6= 0 and 〈σ0, δ/2〉 > 0, and we thus reach a
contradiction; if λ0 > 0, take ` ≥ DJk(ηk)〈ϕδ〉 with ` > 0. Then (`, δ/2) ∈M+

ηk
and λ0`+ 〈σ0, δ/2〉 > 0,

yielding a contradiction in this case as well.
Therefore, we can define σk ∈M(∂Q;Rn) via dσk = − 1

λ0
nηk dσ0, which is a contact force for ηk since

we have verified that λ0 < 0, σ0 ∈M+(∂Q) and suppσ0 ⊂ Cηk .
Step 2: Now we estimate

‖σk‖M(∂Q;Rn) ≤ 2‖σk‖M(K;Rn) ≤ −
2

λ0
〈σ0, ξΓ〉 ≤

4

δ
DJk(ηk)〈ϕδ〉.

Setting στ (t) := σk on t ∈ [(k − 1)τ, kτ), we multiply this last inequality by ψ ∈ C([0, h];R+) and
integrate over [0, h] to obtainˆ h

0

‖στ (t)‖M(∂Q;Rn) ψ(t) dt ≤ 4

ˆ h

0

DJbt/τc(ητ (t))〈ξΓñητ (t)〉ψ(t) dt

≤ 4

ˆ h

0

(
[DE(ητ (t)) +D2R(η

τ
(t), ∂tητ (t))]〈ξΓñητ (t)〉 − 〈f(t), ξΓñητ (t)〉L2

)
ψ(t) dt.
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Since by (E′.5) DE is bounded on sublevel sets of E, in view of Proposition 3.17 we obtain that
ˆ h

0

DE(ητ (t))〈ξΓñητ (t)〉ψ(t) dt ≤ Ck0 max
k
‖DE(ηk)‖(Wk0,2)∗

ˆ h

0

ψ(t) dt.

Furthermore, by (2.3) we arrive at
ˆ h

0

D2R(η
τ
(t), ∂tητ (t))〈ξΓñητ (t)〉ψ(t) dt ≤ CE0

ˆ h

0

‖∂tητ‖W 1,2ψ(t) dt.

Finally, since the remaining term satisfies the estimate
ˆ h

0

〈f(t), ξΓñητ (t)〉ψ(t) dt ≤ CE0

ˆ h

0

‖f(t)‖L2ψ(t) dt,

we conclude that
ˆ h

0

‖στ (t)‖2M(∂Q;Rn)dt ≤ CE0

(
h+ ‖∂tητ‖2L2(W 1,2) + ‖f‖2L2(L2)

)
. (4.31)

In view of the energy estimate, the right-hand side in (4.31) is bounded by a constant (independent of
τ). This means that we have estimated στ in L2

w∗((0, h);M(∂Q;Rn)), so in particular also in M([0, h]×
∂Q;Rn).
Step 3: Upon dividing by −λ0 and summing over k, (4.29) can be rewritten as

ˆ h

0

DJbt/τc(ητ (t))〈ϕ〉 − 〈στ (t), ϕ〉 dt = 0.

By compactness of contact forces (see Theorem 3.9) we can find a converging subsequence (which we do
not relabel) such that

στ
∗
⇀ σ in M([0, h]× ∂Q;Rn),

where σ is a contact force for η. By this convergence, upon sending τ → 0, the equation (4.26) holds for
all ϕ ∈ W k0,2

Γ (Q;Rn), and by a density argument for all ϕ ∈ C([0, h],W k0,2
Γ (Q;Rn)). Moreover, thanks

to (4.31), we are in a position to apply Lemma 3.13 to conclude that σ ∈ L2
w∗((0, h);M(∂Q;Rn)) and

that it satisfies (4.27). This concludes the proof. �

We now state a version of Corollary 4.4 that includes contact forces.

Corollary 4.8. Let E and η0 be given as above and assume that for some h > 0

R̃(η, b) := R(η, b) +
ρ

2h
‖b‖2L2 , (4.32)

where R satisfies (R′.1)–(R′.4). Define additionally f̃ := f + ρ ζh for some ζ ∈ L2((0, h);L2(Q;Rn)).
Then the conclusions of Theorem 4.6 continue to hold. In particular, this yields the existence of a weak
solution with a contact force to (4.2) (in the sense of Definition 4.5), where (4.26) can be rewritten as

ˆ h

0

[DE(η(t)) +D2R(η(t), ∂tη(t))] 〈ϕ(t)〉 dt

+

ˆ h

0

ρ

〈
∂tη(t)− ζ(t)

h
, ϕ(t)

〉

L2

dt =

ˆ h

0

〈σ(t), ϕ(t)〉 dt+

ˆ h

0

〈f(t), ϕ(t)〉L2 dt. (4.33)

Furthermore, for every t ∈ [0, h], η satisfies the energy inequality in (4.25) and the contact force satisfies
σ ∈ L2

w∗((0, h);M(∂Q;Rn)) with

ˆ h

0

‖σ(t)‖2M(∂Q;Rn)dt ≤ CE0

(
h+
‖ζ‖2L2(W 1,2)

h
+ ‖f‖2L2(L2)

)
. (4.34)

Proof. The result is an immediate consequence of Theorem 4.6 and Corollary 4.4, thus we omit the
details. �
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5. Proof of the main theorem

In this section we present the proof of Theorem 2.5. Additionally we conclude the section by returning
to the corresponding quasistatic problem. In particular, we present an improvement of the existence result
of a solution with contact force that was previously obtained by Krömer and Roubíček in [13].

Proof of Theorem 2.5. We divide the proof into several steps.
Step 1: Given L ∈ N, we set h := T/L and decompose [0, T ] into subintervals [(j − 1)h, jh], with j ≥ 1,
of length h. Let E(h) : W k0,2(Q;Rn)→ (−∞,∞] be defined via

E(h)(η) := E(η) + ha0‖∇k0η‖2L2 , (5.1)

where k0 − n
2 > 2 − n

p and a0 > 0 is to be determined. Let η0 be given as in the statement. In this

step we prove that there exists a sequence {η(h)
0 }h ⊂ W k0,2(Q;Rn) such that η(h)

0 → η0 in W 2,p(Q;Rn)

as h → 0, and for all but finitely many values of h we have that η(h)
0 (Q) ⊂ Ω and η(h)

0 is a.e. globally
injective on Q. Furthermore, we show that this sequence can be chosen with the property that

E(h)(η
(h)
0 )→ E(η0). (5.2)

We present the proof for the case η0 ∈ ∂E . Indeed, if η0 ∈ int E the proof follows from a similar but simpler
argument. We begin by considering perturbations of the initial condition of the form η0 + hb0 ñη0 , with
b0 > 0, where ñη0 is given as in Proposition 3.16. Reasoning as in Proposition 3.21 (see also Proposition
3 in [15]), if h is sufficiently small we have that (η0 + hb0 ñη0)(Q) ⊂ Ω and furthermore η0 + hb0 ñη0 is
a.e. globally injective on Q. Recall that η0 + hb0 ñη0 is injective in Br(x) ∩Q for all x provided that r is
given as in Lemma 3.5. Moreover, if h is sufficiently small, for x, y with |x− y| ≥ r we have that

|η0(x) + hb0 ñη0(x)− η0(y)− hb0 ñη0(y)| ≥ chb0

for some c > 0. Similarly, dist(η0(x) + hb0 ñη0(x), ∂Ω) ≥ chb0 for all x ∈ Q. This implies that there exist
a smooth open set Q′ such that Q ⊂ Q′ and dist(Q, ∂Q′) ≥ chb0 , and an extension of η0 + hb0 ñη0 to Q′

(not relabeled) with the property that (η0 + hb0 ñη0)(Q′) ⊂ Ω and such that η0 + hb0 ñη0 is a.e. globally
injective on Q′. Fix b1 > b0 and consider

ξh(x) :=
1

hnb1
ξ
( x

hb1

)
, (5.3)

where ξ is the standard mollifier. We then define

η
(h)
0 (x) := [(η0 + hb0 ñη0) ∗ ξh](x) (5.4)

and claim that η(h)
0 has the desired properties for all h sufficiently small. Since η(h)

0 → η0 inW 2,p(Q;Rn),
(E.4) implies that E(η

(h)
0 )→ E(η0). Moreover, as one can readily check, we have that

‖∇k0η(h)
0 ‖L2 ≤ Chb1(2−k0)(‖η0‖W 2,p + hb0‖ñη0‖C2). (5.5)

Consequently, if a0 > b1(k0 − 2), by (5.5) we obtain that

ha0‖∇k0η(h)
0 ‖L2 → 0

as h→ 0, thus proving (5.2).
Step 2: Next, we consider the time-delayed equation

ρ
∂tη(t)− ∂tη(t− h)

h
+DE(h)(η(t)) +D2R

(h)(η(t), ∂tη(t)) = f(t), (5.6)

on the interval [0, h], where E(h) is defined as in (5.1) and

R(h)(η, b) := R(η, b) + h‖∇k0b‖2L2 .

Problem (5.6) is complemented by the initial condition η(0) = η
(h)
0 , with η(h)

0 given as in the previous
step. Moreover, we define ∂tη(t) := η∗ for all t < 0. Notice that (5.6) can be recast as

DẼ(η) +D2R̃(η, ∂tη) = f̃ , (5.7)

where
Ẽ(η) := E(h)(η), R̃(η, b) := R(h)(η, b) +

1

2h
‖b‖2L2 , f̃(t) := f(t) +

ρ

h
∂tη(t− h). (5.8)

As one can readily check, the energy-dissipation pair (Ẽ, R̃) satisfies the assumptions of Section 4. Thus,
an application of Corollary 4.4 yields the existence of a solution to (5.7) in [0, h], denoted η

(h)
1 . For

j ≥ 2, we can then iteratively construct solutions to (5.7) in each of the intervals [(j − 1)h, jh], with the
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difference, however, that the initial condition for η and the time-shifted derivative ∂tη(t − h) are given
by the solution in the previous time interval. To be precise, η(h)

j is a solution to (5.7) on the interval
[(j − 1)h, jh] with initial condition η(h)

j ((j − 1)h) = η
(h)
j−1((j − 1)h) and forcing term (see (5.8)) given by

f̃(t) := f(t) +
ρ

h
∂tη

(h)
j−1(t− h).

Note that the result of each such step yields well posed data for the next step by the energy estimate
(4.25).

We then define
η(h)(t) := η

(h)
j (t) (5.9)

for all t ∈ [(j − 1)h, jh].
Step 3: Recall that each of the η(h)

j satisfies the energy inequality (4.25) with the respective initial time
(j − 1)h and corresponding initial data. Fix t ∈ [(j − 1)h, jh]. Adding together the energy estimate for
η

(h)
j as well as all those for the previous steps with respect to the final time of the corresponding interval,
we end up with

E(h)(η(h)(t)) +

ˆ t

0

2R(h)(η(h)(s), ∂tη
(h)(s)) ds+

ρ

2h

ˆ t

t−(j−1)h

‖∂tη(h)(s)‖2L2 ds

≤ E(h)(η
(h)
0 ) +

ρ

2
‖η∗‖2L2 +

ˆ t

0

〈f(s), ∂tη
(h)(s)〉L2 ds

≤ E(h)(η
(h)
0 ) +

ρ

2
‖η∗‖2L2 +

1

2δ
‖f‖2L2(L2) +

δ

2

ˆ t

0

‖∂tη(h)(s)‖2L2 ds

≤ C +
δ

2

ˆ T

0

‖∂tη(h)(s)‖2L2 ds, (5.10)

where C is a constant that depends only on η0, η∗, ρ, T , and f . In view of (E.1) and recalling that R(h)

is nonnegative, the previous inequality implies that

ρ

2h

ˆ t

t−(j−1)h

‖∂tη(h)(s)‖2L2 ds ≤ C +
δ

2

ˆ T

0

‖∂tη(h)(s)‖2L2 ds. (5.11)

If we now let t = T , by multiplying both side of (5.11) by h and summing over j we obtain

ρ

2

ˆ T

0

‖∂tη(h)(s)‖2L2 ds ≤ Lh
(
C +

δ

2

ˆ T

0

‖∂tη(h)(s)‖2L2 ds

)
.

Recalling that Lh = T and setting δ := T/2 gives the bound
ˆ T

0

‖∂tη(h)(s)‖2L2 ds ≤ C, (5.12)

where C is a constant independent of h. Furthermore, as an immediate consequence of (5.10) and (5.12),
we obtain

sup
t∈[0,T ]

{
E(h)(η(h)(t)) +

ρ

2h

ˆ t

t−h
‖∂tη(h)(s)‖2L2 ds

}
≤ C,

ˆ T

0

R(h)(η(h)(s), ∂tη
(h)(s)) ds ≤ C.

(5.13)

In view of (5.8), (5.13) implies that
ˆ T

0

‖∇∂tη(h)(s)‖2L2 + h‖∇k0∂tη(h)(s)‖2L2 ds ≤ C. (5.14)

From (5.13) we see that {η(h)}h is bounded in L∞((0, T );W 2,p(Q;Rn)). Furthermore, (5.13) and (5.14)
imply that ∂tη(h) is uniformly bounded in L2((0, T );W 1,2(Q;Rn)), from which it follows that η(h) is
bounded in W 1,2((0, T );W 1,2(Q;Rn)). In particular, we obtain that (eventually extracting a subse-
quence, which we do not relabel)

η(h) ∗⇀ η in L∞((0, T );W 2,p(Q;Rn)),

η(h) ⇀ η in W 1,2((0, T );W 1,2(Q;Rn)),
(5.15)
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to some function η ∈ L∞((0, T );W 2,p(Q;Rn))∩W 1,2((0, T );W 1,2(Q;Rn)). An application of the classical
Aubin–Lions lemma can be used to show that, up to the extraction of a further subsequence,

η(h) → η in C0([0, T ];C1,α(Q;Rn)), (5.16)

where α is any number in (0, 1 − n/p). In particular, we have that η ∈ L∞((0, T ); E). Note also that
with these convergences and the lower-semicontinuity of its left hand side, the first inequality in (5.10)
converges to the desired energy inequality.
Step 4: Recall that each of the η(h)

j solves a variational inequality on the interval [(j−1)h, jh]. Rewriting
these inequalities in terms of η(h) (see (5.9)) and summing over j yields that

ˆ T

0

[
DE(h)(η(h)(t)) +D2R

(h)(η(h)(t), ∂tη
(h)(t))

]
〈ϕ(t)〉 dt

+

ˆ T

0

ρ

h
〈∂tη(h)(t)− ∂tη(h)(t− h), ϕ(t)〉L2 dt ≥

ˆ T

0

〈f(t), ϕ(t)〉L2 dt (5.17)

holds for all ϕ ∈ C([0, T ];Tη(h)(E)), as well as

ˆ T

0

[
DE(h)(η(h)(t)) +D2R

(h)(η(h)(t), ∂tη
(h)(t))

]
〈ϕ(t)〉 dt

+

ˆ T

0

ρ

h
〈∂tη(h)(t)− ∂tη(h)(t− h), ϕ(t)〉L2 dt =

ˆ T

0

〈f(t), ϕ(t)〉L2 + 〈σ(h)(t), ϕ(t)〉 dt (5.18)

for all ϕ ∈ C([0, T ],W k0,2
Γ (Q;Rn)). The goal of this step is to obtain the technical intermediate results

needed to pass to the limit as h → 0+ (or, alternatively, as L → ∞) in (5.17) and (5.18). As observed
in [3], the main difficulty is in passing to the limit with DE(η(h)). Indeed, by assumption DE is only
continuous with respect to the strong topology of W 2,p. To improve the convergence of η(h) from what
is provided by (5.15) and (5.16), we rely on the Minty property of DE (that is, (E.6)). A key step in
this direction is to obtain a uniform estimate in L2((0, T );L2(Q;Rn)) for the difference quotients that
approximate the inertial term. To this end, we let

b(h) :=

 t+h

t

∂tη
(h)(s) ds =

η(h)(t+ h)− η(h)(t)

h
. (5.19)

Then, (5.13) and (5.14) imply that b(h) is bounded in L2((0, T );W 1,2(Q;Rn)). Recall that if ϕ ∈
C∞c ((0, T )×Q;Rn) then (5.17) holds as an equality. Then, reasoning as in Lemma 3.7 in [3], we obtain
that ∂tb(h) is bounded in L2((0, T );W−k0,2(Q;Rn)). Indeed, we have that
ˆ T

0

ρ

h
〈∂tη(h)(t)− ∂tη(h)(t− h), ϕ(t)〉L2 dt ≤

ˆ T

0

(
‖DE(η(h)(t))‖(W 2,p)∗ + ha0‖∇k0η(h)(t)‖L2

+ ‖D2R(η(h)(t), ∂tη
(h)(t))‖(W 1,2)∗

+ h‖∇k0∂tηη(t)‖L2 + ‖f(t)‖L∞
)
‖ϕ(t)‖Wk0,2 dt. (5.20)

In view of (5.13), (5.14), (E.5), and (R.4), it follows from (5.20) that

ˆ T

0

ρ

∥∥∥∥
∂tη

(h)(t)− ∂tη(h)(t− h)

h

∥∥∥∥
2

W−k0,2
dt ≤ C, (5.21)

for some constant C independent of h. Consequently, an application of the Aubin–Lions lemma shows
that b(h) is precompact in L2((0, T );L2(Q;Rn)). As one can readily check (see in particular Lemma 3.8
in [3]), up to the extraction of a subsequence (which we do not relabel), we have that b(h) → ∂tη in
L2((0, T );L2(Q;Rn)).

Regarding the contact force, we can apply Corollary 4.8 with E(h), R(h), f and ζ = ∂tη
(h)(· − h), and

use ξΓñη(h) as a test function in (4.33), where ξΓ ∈ C∞Γ (Q; [0, 1]) is given as in the proof of Theorem 4.6.
Note that this is allowed, as it follows from Proposition 3.17 that ñη(h) ∈ L∞((0, T );Ck0(Q;Rn)). Using
this together with the fact that ‖σ(h)(t)‖M(∂Q;Rn) ≤ 4〈σ(h)(t), ξΓñη(h)(t)〉, we obtain that for L1-a.e.
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t ∈ (0, T )

1

4
‖σ(h)(t)‖M(∂Q;Rn) ≤

[
DE(h)(η(h)(t)) +D2R

(h)(η(h)(t), ∂tη
(h)(t))

]
〈ξΓñη(h)(t)〉

+ ρ

〈
∂tη

(h)(t)− ∂tη(h)(t− h)

h
, ξΓñη(h)(t)

〉

L2

− 〈f(t), ξΓñη(h)(t)〉L2 .

Reasoning as in the proof of Theorem 4.6, we multiply the previous inequality by ψ ∈ L∞((0, T );R+)
and integrate the resulting expression over (0, T ) to obtain

1

4

ˆ T

0

‖σ(h)(t)‖M(∂Q;Rn)ψ(t)dt ≤
ˆ T

0

{[
DE(η(h)(t)) +D2R(η(h)(t), ∂tη

(h)(t))
]
〈ξΓñη(h)(t)〉

+ 2ha0
〈
∇k0η(h)(t),∇k0(ξΓñη(h)(t))

〉
L2

+ 2h
〈
∇k0∂tη(h)(t),∇k0(ξΓñη(h)(t))

〉
L2

+ ρ

〈
∂tη

(h)(t)− ∂tη(h)(t− h)

h
, ξΓñη(h)(t)

〉

L2

− 〈f(t), ξΓñη(h)(t)〉L2

}
ψ(t) dt. (5.22)

We now estimate all the terms on the right hand side. Recall that
∥∥ξΓñη(h)

∥∥
L∞(Ck0 )

≤ C by Proposi-
tion 3.17. By (5.13) and (E.5) we see that

ˆ T

0

DE(η(h)(t))〈ξΓñη(h)(t)〉ψ(t) dt

≤
∥∥∥DE(η(h))

∥∥∥
L∞((W 2,p)∗)

∥∥ξΓñη(h)
∥∥
L2(W 2,p)

‖ψ‖L2 ≤ C ‖ψ‖L2 ; (5.23)

similarly, by (5.14) and (2.3) it follows that

ˆ T

0

D2R(η(h)(t), ∂tη
(h)(t))〈ξΓñη(h)(t)〉ψ(t) dt

≤
∥∥∥D2R(η(h), ∂tη

(h))
∥∥∥
L2((W 1,2)∗)

∥∥ξΓñη(h)
∥∥
L∞(W 1,2)

‖ψ‖L2 ≤ C ‖ψ‖L2 . (5.24)

Notice also that by (5.13) we have that

ˆ T

0

2ha0
〈
∇k0η(h)(t),∇k0(ξΓñη(h)(t))

〉
L2
ψ(t) dt

≤ 2ha0
∥∥∥∇k0η(h)(t)

∥∥∥
L∞(L2)

∥∥ξΓñη(h)
∥∥
L2(Wk0,2)

‖ψ‖L2 ≤ h
a0
2 C ‖ψ‖L2 , (5.25)

that an application of (5.14) yields

ˆ T

0

2h
〈
∇k0∂tη(h)(t),∇k0(ξΓñη(h)(t))

〉
L2
ψ(t) dt

≤ 2h
∥∥∇k0∂tη

∥∥
L2(L2)

∥∥ξΓñη(h)
∥∥
L2(Wk0,2)

‖ψ‖L2 ≤
√
hC ‖ψ‖L2 , (5.26)

and that the estimateˆ T

0

−〈f(t), ξΓñη(h)(t)〉L2ψ(t) dt ≤ ‖f‖L2(L2)

∥∥ξΓñη(h)
∥∥
L∞(L2)

‖ψ‖L2 ≤ C ‖ψ‖L2 (5.27)

follows as simple consequence of Hölder’s inequality.
Finally, for the inertial term, we first consider the case where ψ ≡ 1. Then we have by a discrete

partial integration (i.e., by a change of variables)
ˆ T

0

ρ

〈
∂tη

(h)(t)− ∂tη(h)(t− h)

h
, ξΓñη(h)(t)

〉

L2

ψ(t) dt

=

ˆ T−h

0

ρ

〈
∂tη

(h)(t), ξΓ
ñη(h)(t)− ñη(h)(t+ h)

h

〉

L2

dt

+

ˆ T

T−h

ρ

h

〈
∂tη

(h)(t), ξΓñη(h)(t)
〉
L2
dt−

ˆ h

0

ρ

h

〈
∂tη

(h)(t− h), ξΓñη(h)(t)
〉
L2

dt.
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For the second to last term on the right-hand side of the identity above, we estimate
ˆ T

T−h

ρ

h

〈
∂tη

(h)(t), ξΓñη(h)(t)
〉
L2

dt ≤ ρ

h

(ˆ T

T−h

∥∥∥∂tη(h)(t)
∥∥∥

2

L2
dt

)1/2(ˆ T

T−h

∥∥ξΓñη(h)(t)
∥∥2

L2 dt

)1/2

≤ ρ
( T

T−h

∥∥∥∂tη(h)(t)
∥∥∥

2

L2
dt

)1/2 ∥∥ξΓñη(h)
∥∥
L∞(L2)

≤ C

and a similar, easier estimate holds for the first, as ∂tη(h)(t− h) for t < h is in fact already given by the
initial data. This leaves us withˆ T−h

0

ρ

〈
∂tη

(h)(t), ξΓ
ñη(h)(t)− ñη(h)(t+ h)

h

〉

L2

dt ≤ Cρ
∥∥∥∂tη(h)

∥∥∥
L2(L2)

∥∥∂tñη(h)
∥∥
L2(L2)

≤ C.

Together with (5.22)–(5.27) this immediately shows that
ˆ T

0

‖σ(h)(t)‖M(∂Q;Rn)dt ≤ C,

thus proving that σ(h) is uniformly bounded in L1([0, T ];M(∂Q;Rn)).
Finally we want to prove the absence of concentrations. For this, fix t0 ∈ [0, T ), δ > 0 and repeat

the previous estimate with ψ as the characteristic function of the small time interval [t0, t0 + δ]. As the
normal direction cannot change too abruptly, if δ is small enough, we can choose ñη(h) to be piecewise
constant in time. With this, as parts of the interval now cancels, we can estimate the inertial term usingˆ t0+δ

t0

ρ

〈
∂tη

(h)(t)− ∂tη(h)(t− h)

h
, ξΓñ

(h)
η (t)

〉

L2

dt

=

 t0+δ

t0+δ−h
ρ
〈
∂tη

(h)(t), ξΓñ
(h)
η (t)

〉
L2

dt−
 t0

t0−h
ρ
〈
∂tη

(h)(t), ξΓñ
(h)
η (t+ h)

〉
L2

dt

≤
 t0+δ

t0+δ−h
ρ
∥∥∥∂tη(h)(t)

∥∥∥
L2

∥∥∥ξΓñ(h)
η (t)

∥∥∥
L2

dt+

 t0

t0−h
ρ
∥∥∥∂tη(h)(t)

∥∥∥
L2

∥∥∥ξΓñ(h)
η (t+ h)

∥∥∥
L2

dt

≤ C



√ t0+δ

t0+δ−h

∥∥∂tη(h)(t)
∥∥2

L2 dt+

√ t0

t0−h

∥∥∂tη(h)(t)
∥∥2

L2 dt


 sup
t∈[0,T ]

√
| supp ñη(h)(t)|

≤ C sup
t∈[0,T ]

√
| supp ñη(h)(t)|, (5.28)

where in the last step we have used (5.13).
From the construction of ñη(h) (see Proposition 3.17), it is clear that the support can be chosen

arbitrarily small, albeit at the cost of increasing the norms of its derivatives. For any ε > 0, we can thus
choose ñη(h) in such a way that the last term in (5.28) is bounded by ε/2. As all the other terms are
estimated in terms of ‖ψ‖L2 (see (5.23)–(5.27)) with constant depending only on energy bounds and the
choice of support of ñη(h) , we can now choose δ small enough so that the contributions from all these
remaining terms also sum up to at most ε/2. Then

1

4

ˆ t0+δ

t0

‖σ(h)(t)‖M(∂Q;Rn)ψ(t)dt < ε (5.29)

independently of t0 and h, which proves that σ(h) ∈ L1((0, T );M(∂Q;Rn)) in fact cannot develop
concentrations in time.
Step 5: With this at hand, we proceed to prove that η(h)(t)→ η(t) in W 2,p(K;Rn) for L1-a.e. t ∈ (0, T ),
where K ⊂ Q is such that dist(K,Γ) > 0. Let η̃(h) be the map obtained by considering the convolution of
an extension of η (given by a standard extension operator) with a standard mollifier with parameter hb1
(defined in space-time similarly to (5.3)). Let ψ ∈ C∞Γ (Q; [0, 1]) be given. Straightforward computations
show that

‖η̃(h)ψ‖Wk0,2 ≤ Chb1(2−k0)‖η‖W 2,p ,

‖∂tη̃(h)ψ‖Wk0,2 ≤ Chb1(1−k0)‖∂tη‖W 1,2 ,

where C is a constant that does not depend on h. Let

ϕ(h) := (η(h) − η̃(h))ψ.
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Then, by (E.6) we have that

0 ≤ lim sup
h→0

ˆ T

0

[
DE(η(h)(t))−DE(η(t))

]
〈(η(h)(t)− η(t))ψ(t)〉 dt

= lim sup
h→0

ˆ T

0

DE(η(h)(t))〈ϕ(h)(t)〉 dt

= lim sup
h→0

ˆ T

0

DE(h)(η(h)(t))〈ϕ(h)(t)〉 dt− 2ha0
ˆ T

0

〈∇k0η(h)(t),∇k0ϕ(h)(t)〉L2 dt, (5.30)

where the first equality is obtained by using that η̃(h) → η in L2((0, T );W 2,p(Q;Rn)) together with
the fact that DE(η(h)) is uniformly bounded in L2((0, T ); (W 2,p(Q;Rn))∗) as a consequence of (E.5).
Observe that

〈∇k0η(h)(t),∇k0(η(h)(t)ψ(t))〉L2 = 〈∇k0η(h)(t), (∇k0η(h)(t))ψ(t) + L(h)(t)〉L2

≥ 〈∇k0η(h)(t), L(h)(t)〉L2 ,

where L(h) only involves derivatives of η(h) of order less than k0. Using the fact that η(h) is bounded
in L∞((0, T );W 2,p(Q;Rn)) (see (5.13)) and that ha0∇k0η(h) is bounded in L∞((0, T );L2(Q;Rn)), a
standard interpolation inequality shows that ha0‖L(h)‖L∞L2 → 0. Combining this with (5.30) we obtain
that

0 ≤ lim sup
h→0

ˆ T

0

DE(h)(η(h)(t))〈ϕ(h)(t)〉 dt+ Cha0
ˆ T

0

‖∇k0η(h)(t)‖L2‖η̃(h)(t)ψ(t)‖Wk0,2 dt

≤ lim sup
h→0

ˆ T

0

DE(h)(η(h)(t))〈ϕ(h)(t)〉 dt+ Ch
a0
2 −b1(2−k0)

= lim sup
h→0

ˆ T

0

DE(h)(η(h)(t))〈ϕ(h)(t)〉 dt, (5.31)

where the last step follows by choosing b1 sufficiently small. Observe that this condition is strictly
stronger than what is required on b1 from the first step. We can then use (5.18) to rewrite the last term
in (5.31) as

ˆ T

0

DE(h)(η(h)(t))〈ϕ(h)(t)〉 dt =−
ˆ T

0

D2R
(h)(η(h)(t), ∂tη

(h)(t))〈ϕ(h)(t)〉 dt

−
ˆ T

0

ρ

h
〈∂tη(h)(t)− ∂tη(h)(t− h), ϕ(h)(t)〉L2 dt

+

ˆ T

0

〈f(t), ϕ(h)(t)〉L2 dt+

ˆ T

0

〈σ(h), ϕ(h)(t)〉dt.

Notice that

D2R
(h)(η(h)(t), ∂tη

(h)(t))〈ϕ(h)(t)〉 = D2R(η(h)(t), ∂tη
(h)(t))〈ϕ(h)(t)〉

+ 2h〈∇k0∂tη(h)(t),∇k0ϕ(h)(t)〉L2 . (5.32)

In view of (R.4) and (5.15), we have that D2R(η(h)(t), ∂tη
(h)) → D2R(η(t), ∂tη(t)) in W 1,2(Q;Rn)∗ for

a.e. t ∈ (0, T ). Since ϕ(h)(t)→ 0 in W 1,2(Q;Rn) for a.e. t ∈ (0, T ) we have get that

D2R(η(h)(t), ∂tη
(h)(t))〈ϕ(h)(t)〉 → 0

as h→ 0. Moreover, observe that

h|〈∇k0∂tη(h)(t),∇k0ϕ(h)(t)〉L2 | ≤ h 1
2−

a0
2 ‖h 1

2∇k0∂tη(h)(t)‖L2‖h
a0
2 ∇k0ϕ(h)(t)‖L2 . (5.33)

Using (5.13) and (5.14), we obtain that the right-hand side of (5.33) vanishes, provided that a0 < 1 (and
that b1 is chosen accordingly). In turn, Lebesgue’s dominated convergence theorem implies that

ˆ T

0

D2R
(h)(η(h)(t), ∂tη

(h)(t))〈ϕ(h)(t)〉 dt→ 0

as h→ 0. Next, we claim that

lim
h→0

ˆ T

0

1

h
〈∂tη(h)(t)− ∂tη(h)(t− h), ϕ(h)(t)〉L2 dt = 0.
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To see this, we begin by rewriting the previous integral as
ˆ T

0

1

h
〈∂tη(h)(t)−∂tη(h)(t−h), ϕ(h)(t)〉L2 dt =

ˆ T

0

〈
∂tη

(h)(t), (η̃(h)(t)− η(h)(t))
ψ(t+ h)− ψ(t)

h

〉

L2

dt

+

ˆ T

0

〈
∂tη

(h)(t),

(
η̃(h)(t+ h)− η̃(h)(t)

h
− η(h)(t+ h)− η(h)(t)

h

)
ψ(t+ h)

〉

L2

dt. (5.34)

Here, we notice that the first term on the right hand side of (5.34) converges to zero by recalling
that ∂tη(h) ⇀ ∂tη in L2((0, T );L2(Q;Rn)) (see (5.15)) and by also noticing that η(h) − η̃(h) → 0 in
L2((0, T );L2(Q;Rn)) by the properties of the mollification. Similarly, the second term vanishes as
h → 0 since we have previously shown that b(h) (defined in (5.19)) admits a converging subsequence
in L2((0, T );L2(Q;Rn)) and the analogous convergence continues to hold when η(h) is replaced with its
mollification η̃(h). For the term involving the contact force, we note that Step 4 and (5.16) together
imply

lim
h→0

∣∣∣∣∣

ˆ T

0

〈σ(h)(t), ϕ(h)(t)〉L2 dt

∣∣∣∣∣ ≤ lim
h→0

ˆ T

0

∥∥∥σ(h)(t)
∥∥∥
M(∂Q;Rn)

∥∥∥ϕ(h)(t)
∥∥∥
C0(∂Q;Rn)

dt = 0.

Since clearly we also have that

lim
h→0

ˆ T

0

〈f(t), ϕ(h)(t)〉L2 dt = 0,

we conclude that

lim sup
h→0

ˆ T

0

DE(h)(η(h)(t))〈ϕ(h)(t)〉 dt = 0.

In view of (5.31) and (E.6), this implies the desired result.
Step 6: Let ϕ ∈ C([0, T ];Tη(E)) ∩ C1

c ([0, T );L2(Q;Rn)) be given and let {ϕh}h be given as in Propo-
sition 3.27. Then (5.17) holds for ϕh and we can pass to the limit as h → 0. To be precise, we have
that ˆ T

0

DE(h)(η(h)(t))〈ϕh(t)〉 dt→
ˆ T

0

DE(η(t))〈ϕ(t)〉 dt,
ˆ T

0

D2R
(h)(η(h)(t), ∂tη

(h)(t))〈ϕh(t)〉 dt→
ˆ T

0

D2R(η(t), ∂tη(t))〈ϕ(t)〉 dt,

and clearly also ˆ T

0

〈f(t), ϕh(t)〉L2 dt→
ˆ T

0

〈f(t), ϕ(t)〉L2 dt.

Finally, recalling that ∂tη(h) is to be understood as η∗ for t < 0 and assuming without loss of generality
that ϕh is extended constantly for negative times and that it vanishes for t ≥ T − h, we observe thatˆ T

0

ρ

h
〈∂tη(h)(t)− ∂tη(h)(t− h), ϕh(t)〉L2 dt

= −
ˆ T−h

0

ρ

h
〈∂tη(h)(t), ϕh(t+ h)− ϕh(t)〉L2 dt−

ˆ 0

−h

ρ

h
〈η∗, ϕh(t+ h)〉L2 dt

= −
ˆ T−h

0

ρ

h
〈∂tη(h)(t),

ˆ t+h

t

∂tϕh(s) ds〉L2 dt−
ˆ 0

−h

ρ

h
〈η∗, ϕh(t+ h)〉L2 dt

= −
ˆ T

0

ρ

h

ˆ t

t−h
〈∂tη(h)(s), ∂tϕh(t) ds〉L2 dt−

ˆ 0

−h

ρ

h
〈η∗, ϕh(t+ h)〉L2 dt

= −
ˆ T

0

ρ〈b(h)(t), ∂tϕh(t)〉L2 dt−
ˆ 0

−h

ρ

h
〈η∗, ϕh(t+ h)〉L2 dt

→ −
ˆ T

0

ρ〈∂tη(t), ∂tϕ(t)〉L2 dt− ρ〈η∗, ϕ(0)〉L2 .

This shows that η is a solution to the variational inequality (2.5).
The last missing piece of the main result of this paper is to show that the previous procedure in

fact yields existence of a solution to the full problem with a contact force. For this it is enough to
show the convergence of contact forces. By the estimate on σ(h) in Step 4 and the convergence of η(h),
Theorem 3.9 guarantees the existence of a subsequence (which we do not relabel) such that σ(h) ∗⇀ σ in
M([0, T ]×∂Q;Rn), where σ ∈M([0, T ]×∂Q;Rn) is a contact force for η and satisfies the action-reaction
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principle (see Definition 3.6). Finally, in view of (5.29) we also obtain that σ has no concentrations in
time. Since the weak∗ convergence of measures is enough to pass to the limit in the term with σ(h) and
since all the other terms in the weak formulation have been shown to convergence, this concludes the
proof. �

Remark 5.1 (On the relation to [13]). In [13], the authors studied the existence of solutions to the
quasistatic problem (4.1) via an implicit time discretization and arrived at results comparable with those
obtained in Theorem 4.6. We comment here on the two main differences between the results.

(i) The more important difference is that the methodology used in [13] does not allow one to recover
the contact force as a measure. In turn, devising techniques that allow to avoid this loss of
regularity for the contact force was posed an open problem in Remark 3.2 in [13]. To be precise,
in their proof the authors derive all bounds on the contact force directly from the weak equation.
As a result, the best regularity that one can achieve is that of the worst other term in the equation,
and only allows to conclude that compactness holds in a negative Sobolev space. In contrast, we
use a more detailed analysis of the discrete setting to provide explicit bounds in the space of
measures, which in turn allows us to conclude existence of a proper limit measure.

(ii) The other difference is that throughout Section 4 we consider energies and dissipation potentials
for which the term of highest order is quadratic. In fact, this is only done in order to more easily
obtain the precise energy estimate we need for proof of Theorem 2.5. However, as shown in the
proof of Theorem 2.5, as long as the remaining highest order term still guarantees the compact
embedding into C1 and quasimonotonicity, we can use (E.6) together with a standard Minty-type
argument to get rid of the regularizing term. In fact, this provides another contrast to [13], where
this leads to an additional error term, as it is not possible to use the equation to both deal with
the contact force and the estimate needed for the Minty-type argument at the same time.

The existence of a solution with contact force for the quasistatic case is shown in the corollary below.
We can thus claim to have solved the open problem formulated in Remark 3.2 in [13].

Corollary 5.2. Let E and R be as in (E.1)–(E.6) and (R.1), (R.2), (R.3q), and (R.4), respectively,
T > 0, and let η0 ∈ E and f ∈ L2((0, T );L2(Q;Rn)) be given. Then the quasistatic problem (4.1) admits
a weak solution with a contact force, that is, there exist

η ∈ L∞((0, T ); E) ∩W 1,2((0, T );W 1,2(Q;Rn))

with E(η) ∈ L∞(0, T ) and η(0) = η0 and a contact force σ ∈ L2
w∗((0, T );M(∂Q;Rn)) (see Definition 3.6)

such thatˆ T

0

[DE(η(t)) +D2R(η(t), ∂tη(t))] 〈ϕ(t)〉 dt =

ˆ T

0

〈σ(t), ϕ(t)〉 dt+

ˆ T

0

〈f(t), ϕ(t)〉L2 dt

holds for all ϕ ∈ C([0, T ];W 2,p
Γ (Q;Rn)).

Proof. The proof is analogous to that of Theorem 2.5, but simpler. To be precise, let E(h), R(h) be the
regularized energy-dissipation pair considered in the proof of Theorem 2.5, and let {η(h)

0 }h be given as in
(5.4). Reasoning as above, an application of Theorem 4.3 yields the existence of a family of deformations
{η(h)}h that solves the variational inequality for the regularized problem, and such that

E(h)(η(h)(t)) + 2

ˆ t

0

R(h)(η(h)(s), ∂tη
(h)(s)) ds ≤ E(h)(η

(h)
0 ) +

ˆ t

0

〈f(s), ∂tη
(h)(s)〉L2 ds. (5.35)

We remark here that the parameter h is only introduced in order to apply the theory developed in
Section 4 and that in the absence of the inertial term we no longer require to consider a time-delayed
problem in subintervals of length h, but rather we directly study the problem on the entire interval [0, T ].
Since

KR‖b‖2W 1,2 ≤ R(η, b) ≤ R(h)(η, b),

by Young’s inequality we obtain that

E(h)(η(h)(t)) +

ˆ t

0

R(h)(η(h)(s), ∂tη
(h)(s)) ds ≤ C,

where C only depends on E(η0), f , and KR. The rest of the proof follows the same strategy as that
of Theorem 2.5. However, the argument presented in Steps 4 through 6 can be simplified by formally
substituting ρ = 0, which in particular allows to ignore any difficulties involving the inertia-term and
use L2 in time bounds there. Thus, we omit the details. �
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Remark 5.3. In the preprint version of this article we claimed that also in the inertial case the contact
force is square-integrable in time, i.e. σ ∈ L2

w∗([0, T ];M(∂Q)). However, while revising for publication,
we realized that there was an incorrect estimate in the respective proof. While this does not affect our
conclusions for the quasistatic regime (see Corollary 5.2), for the inertial problem we can only guarantee
that σ is a measure without any concentration in time. Nevertheless we still conjecture that our original
bounds will end up being correct.

Looking at the proof of Theorem 2.5, in particular at Step 4, we have good L2-in-time bounds on
almost all of the terms involved. This, together with the weak equation itself, means that the only way
for σ to have a non square-integrable part is if it is cancelled by a similar (but opposite) contribution
coming from the inertial term. Additionally, this contribution will have to happen at the boundary and
in normal direction, as this is where the contact force is supported and pointed.

It now stands to reason that such a concentration in ∂ttη can only happen precisely at the instant
of collision, since once two parts of the solid are in touch their behavior in normal direction will be
similar to that of a single solid. But since locally those instances are naturally isolated in time, the
proven absence of concentrations implies that these should not give any meaningful contribution. We
were however unable to prove this rigorously.

6. Physical considerations

The aim of this section is to display the physical content of the purely mathematical discussion in the
rest of this paper. The way to this is threefold. First we will illustrate by an example that our assumptions
on energy and dissipation are reasonable. Then we will consider how our result is intricately related to
momentum conservation, both globally as well as in a localized version. Finally we show that in contrast
to e.g. rigid body or thin film dynamics, no additional contact law is required in our bulk setting, as the
contact set (see Definition 3.1), and thus the region of possibly instantaneous momentum change, is of
lower dimension and thus has no influence on the total momentum.

6.1. An example energy-dissipation pair. We have already remarked on the need for a second
order material in order to have sufficient regularity of the normal vectors. Additionally, it is an indirect
requirement to allow us a control on the determinant in general, which in turn is related to local injectivity
as well as the existence of a Korn-type inequality. Nevertheless, while we only ever use the relatively
generic assumptions detailed in Section 2, we have an example energy-dissipation pair in mind which
fulfils all of those and at the same time can be considered physical. For a full discussion, we refer in
particular to [3, Sec. 2.3].

A good choice of energy has to be frame invariant, i.e. it should not change under rotations in the
image. At the same time, it needs to penalize compression, but in such a way that there still is a well
defined Fréchet-derivative at any deformation of finite energy. Finally, it should still be related to the
simpler models studied in engineering. Perhaps the most simple candidate that unifies these requirements
is given by

E(η) :=

ˆ
Q

C(∇ηT∇η − I) : (∇ηT∇η − I) +
c1

(det∇η)a
+ c2

∣∣∇2η
∣∣p dx,

where C is a fourth order tensor, c1, c2 are positive constants, and a > pn
p−n is needed to guarantee

injectivity (see [10]). Here the first term corresponds to classical elasticity theory, while the others
can be seen as small, frame invariant perturbations needed in order to deal with large and irregular
deformations.

Similar to the energy, the example dissipation we have in mind needs to be frame invariant as well; as
a result, it is actually better to consider the dissipation potential as a function depending on ∂t(∇ηT∇η)
instead (see also [2] for a detailed discussion). This leads directly to the most simple example of such a
dissipation satisfying our assumptions:

R(η, ∂tη) :=

ˆ
Q

∣∣∂t∇ηT∇η +∇ηT∂t∇η
∣∣2 dx =

ˆ
Q

∣∣∂t(∇ηT∇η)
∣∣2 dx.

Korn-type inequalities (see (R.3)) for this choice of the dissipation potential have been show by Neff [14]
and Pompe [17].

6.2. Momentum conservation and collision forces. The total momentum in the Lagrangian rep-
resentation is given by the integral of the momentum density

´
Q
ρ∂tη dx. This quantity is conserved in

the dynamical case. Globally we can note that we can test each of the three equations we obtain in the
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course of the proof of Theorem 2.5 (Euler–Lagrange, time-delayed and hyperbolic) with ϕ := ei to obtain
the respective versions:

ρ

h

ˆ
Q

ηik − ηik−1

τ
dx =

ˆ
∂Q

dσik +
ρ

h

ˆ
Q

ζik dx

ρ

h

ˆ
Q

∂tη
i(t) dx =

ˆ
∂Q

dσi +
ρ

h

ˆ
Q

∂tη
i(t− h) dx

d

dt
ρ

ˆ
Q

∂tη
i dx =

ˆ
∂Q

dσi

where σ is the respective contact force and we use that physically reasonable energy and dissipation
functionals only act on the spatial derivatives, so since ∇ei = 0 we have DE(η)〈ei〉 = 0 and so on.

For the second equation, we also note that it implies

ρ∂t

 t

t−h

ˆ
Q

∂tη
i dxds =

ρ

h

ˆ
Q

∂tη
i(t) dx− ρ

h

ˆ
Q

∂tη
i(t− h) dx =

ˆ
∂Q

dσi,

which again shows that time averages are the suitable quantities to study when considering convergence
of the time delayed equation.

Additionally, since the contact force we obtain satisfies the action-reaction principle, it is not hard to
show that all its contributions from self-contacts have to cancel in the end, which leaves us with

d

dt
ρ

ˆ
Q

∂tη dx =

ˆ
η−1(∂Ω)

dσ.

We can thus immediately conclude that the total momentum can only change if there is contact with
the exterior boundary ∂Ω and it can only do so in normal direction.

Similarly we have a momentum density as conserved quantity: There is a symmetric matrix valued
stress tensor, in the form of a distribution A ∈ (W 1,p(Q;Rn×n))∗ fulfilling

∇ ·A = DE +DR.

Now, testing the final equation (the same can also be done in case of the approximations, with similar
results) with ϕei for some ϕ ∈ C∞([0, T ]×Q) yields
ˆ
Q

ϕ(T )ρ∂tη
i(T ) dx−

ˆ T

0

ˆ
Q

ρ∂tη
i∂tϕdxdt+

ˆ T

0

〈∇ ·Ai, ϕ〉 =

ˆ T

0

ˆ
∂Q

ϕdσi dt+

ˆ
Q

ϕ(0)ρ∂tη
i(0) dx,

which is of course a weak formulation of

∂t(ρ∂tη
i) = ∇ ·Ai + σi,

that is, the physical conservation of momentum in continuum mechanics.

6.3. An example of “true bouncing”. It should be noted that we only show existence of a solution,
and that at no point we claim that solutions must be unique. While this is primarily due to the non-linear
nature of the elastic energy, the potential lack of uniqueness can be seen to have important implications
in a context where contact is allowed, especially for the resulting rebound dynamics.

When considering the reduced example of a point particle or a rigid body colliding with a fixed obstacle,
one typically specifies an additional contact law, usually in the form of a reflection of (a fraction of) the
velocity across the contact plane. This, however, is not the approach that we followed in this paper.
Instead, we only prohibit entering the obstacle, which results in an obvious source of non-uniqueness.
In particular, if we were to apply our method to this case, the expected result would be the rigid body
getting stuck at or sliding along the obstacle, as these correspond to the solutions with the least possible
change in velocity.

We claim that this unphysical behavior is not possible with our approach, since the elastic solids that
we consider have full dimension. The main reason for this is that, while there has to be an instantaneous
change of velocity at the point of contact, which is not specified by the equations, this change of velocity
happens instantaneously only at the point (or possibly at the surface) of contact and only at the time of
contact. As this is a set of lower dimension, its unspecified influence on the total momentum and on the
kinetic energy is negligible. Only for times after contact, these change continuously via the contact force
and conversion into other energy types respectively, all of which are accounted for by the equations.

We illustrate this with an example.
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Example 6.1 (Bouncing ball). Let Ω = R+ × Rn−1 be the half plane and consider a ball of radius r,
with uniform density ρ as the elastic solid, i.e. Q = Br(0) ⊂ Rn and an elastic energy E for which this
is the only rest configuration, i.e. the critical points of E are precisely the Euclidean transformations,
which all minimize E with zero energy. We assume that initially, the solid is in such a configuration
away from the wall, i.e., η0(x) = x+ le1 with l > r and it has uniform initial velocity v0 = −e1 pointing
directly towards the wall, so that there will be a collision.

Now consider the solid’s center of mass at time t, which we will denote by y(t) :=
ffl
Q
η(t) dx. Per

definition we know that it evolves along with the total momentum, i.e.,

mẏ(t) = p(t) :=

 
Q

ρ∂tη(t) dx.

Of this we have derived in the previous subsection that it can only change through contact forces arising
from collisions with the boundary ∂Ω, which for our half space Ω means that ṗ1 ≥ 0 and ṗi = 0 for i > 1,
as those forces only have one normal direction to act in. As the geometry implies that y1(t) > 0 for all
times and since the initial conditions imply ẏ1(0) = −1, we know that contact will happen. In turn, the
main question is to understand how the center of mass will evolve afterwards. In particular, our goal is
to show that there is a time T such that ẏ1(T ) > 0, which means that the ball will perpetually move away
from the wall, i.e. we have “true bouncing”.

To see this, we analyze the situation further. First we observe that, before contact, the ball cannot
deform. Indeed, this is guaranteed by the equation, but also for energy reasons, as uniform velocity is
already the minimizer of kinetic energy for given momentum, i.e. there is no other way to obtain nonzero
elastic energy in the energy balance. So at the time t0 of first contact we have y1(t0) = r. Now, as the
change of total momentum cannot have concentrations in time, and ẏ1(t0) = −1, there is a time t1 > t0
for which y1(t1) < r. If we assume that there is no rebound, i.e. ẏ1 ≤ 0, then this needs to hold true for
all future times as well.

But this is at odds with the tendency of the solid to evolve towards a relaxed configuration in the
absence of forces. Specifically assume that there is no bouncing, i.e. y(t) stays bounded. As this implies
ẏ1 ≤ 0, then there exists a limit y1(t)↘ y∞ < r, and obviously p1(t)↗ 0 as well. Combining the latter
with a consequence of the energy estimate, that

ρ

2
‖∂tη(t)‖2L2 +

ˆ t

0

c ‖∇∂tη‖2L2 dt ≤
ρ

2
‖∂tη(t)‖2L2 +

ˆ t

0

R(η, ∂tη)2dt

is bounded for some c > 0, we get that ∂tη(t) → 0 in L2 exponentially by a Gronwall argument. This
in turn implies the existence of a pointwise limit η(t) → η∞ almost everywhere, and we can choose
a sequence of times {tk}k with tk → ∞ such that ∇∂tη(tk) → 0 in L2 since the its integral in time
is bounded. Similarly, we know that the integral of the total contact force is equal to the change in
momentum and thus remains bounded. Without loss of generality, we can then choose tk in such a way
that this quantity vanishes as well. Finally, compactness gives us that η(tk) ⇀ η∞ in W 2,p(Q;Rn).

But then, we see from the equation that all terms vanish, except possibly for DE(η∞), which in turn
implies that also DE(η∞) = 0. Hence, we conclude that η∞ is a translation of the identity that maps
into Ω. Thus, we have shown that

ffl
Q
η∞ dx ≥ r > y∞, which is a contradiction.
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INERTIAL (SELF-)COLLISIONS OF VISCOELASTIC SOLIDS WITH LIPSCHITZ

BOUNDARIES

ANTONÍN �E�ÍK†, GIOVANNI GRAVINA‡, AND MALTE KAMPSCHULTE†,¶,∗

Abstract. We continue our study, started in [�GK24], of (self-)collisions of viscoelastic solids in an
inertial regime. We show existence of weak solutions with a corresponding contact force measure in
the case of solids with only Lipschitz-regular boundaries. This necessitates a careful study of di�erent
concepts of tangent and normal cones and the role these play both in the proofs and in the formulation
of the problem itself. Consistent with our previous approach, we study contact without resorting to
penalization, i.e. by only relying on a strict non-interpenetration condition. Additionally, we improve
the strategies of our previous proof, eliminating the need for regularization terms across all levels of
approximation.

1. Introduction

As in our previous paper [�GK24], we consider the (self-)collision of viscoelastic solids under the
in�uence of inertia. That is, we are interested in showing the existence of weak solutions to

ρ∂ttη +DE(η) +D2R(η, ∂tη) = f + σ (1.1)

where η : Q→ Rn is a deformation of a reference con�guration, ρ is the mass density, E and R denote a
2nd order elastic energy and dissipation potential, respectively (see the following section for the precise
assumptions), f is a given force, and σ is a solution-dependent contact force pointing in a generalized
surface normal direction. This force purely derives from a non-interpenetration condition, i.e. from the
assumption that all deformations are restricted to some container Ω and are injective almost everywhere.

While also in our previous work we did not prescribe the topology or the general shape of the solids,
we restricted ourselves to the case of smooth (i.e. C1,α) boundaries. This was a natural class, compatible
with the regularity imposed on deformations by the type of second order elastic energies considered there.

However, the main reason for this restriction was that it not only greatly simpli�es the type of contact
that can occur, but also gave us a unique, well-de�ned normal vector at every point of the boundary.
Furthermore, this normal vector was not only continuous along the boundary, but also stable with respect
to convergence of deformations, two properties we relied on heavily in our proofs.

It is worth mentioning that the study of the static minimization case has a long history, and for this
it has long been known how to properly generalize obstacle problems to encompass less regular, i.e.
Lipschitz, boundaries (see, for example, [Pal18]; see also [Sch02]).

A way to deal with non-smooth boundaries is to work with normals and tangents in a generalized
sense. Speci�cally, variational analysis o�ers di�erent notions of generalized tangents and normals to any
set in Rn, cf. [RW98]. This is the approach that we take and which will be discussed in Section 3. An
alternative would be to use the Clarke subdi�erential for Lipschitz functions (see [Cla87]), and through
it de�ne generalized tangents and normals for Lipschitz sets.

The aim of this paper is now to apply those considerations to the dynamic case using the time-delayed
approximations developed in [BKS23]. This generalization comes with non-trivial analytical challenges.
Indeed, not only does it require a more nuanced discussion of contact forces compared to [�GK24], but
in addition, a crucial step of the proof (the time-delayed energy inequality), which relied on testing with
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the time-derivative, can now no longer be obtained in the same way (see Remark 6.4). We instead have
to employ a completely di�erent strategy to obtain a similar estimate.

With this, the outline of this paper is as follows: In the next section, we introduce our assumptions
and state the main results. Sections 3-5 will then be concerned with introducing notation and properties
of tangent and normal cones, contact forces, and admissible test functions, respectively. In Section 6
we will show existence of weak solutions for the quasistatic problem as an intermediate step. Finally, in
Section 7 we will then use the results from the previous section as a building block for proving the main
theorem, thus establishing the existence of weak solutions for the full problem with inertia.

2. Assumptions and main results

2.1. Viscoelastic solids. The assumptions we impose on the solid mirror those found in [�GK24], with
the key di�erence that in order to deal with corners and related phenomena, in this paper we expanded
our scope to encompass general Lipschitz boundaries, instead of requiring them to be of class C1,α.
While we will reintroduce the de�nitions for clarity, we refer the reader to [�GK24] for a more detailed
discussion of the various aspects that are not directly tied to the lowered regularity of ∂Q.

The solid body will be described in Lagrangian coordinates by a (time dependent) deformation of a
reference con�guration Q ⊂ Rn, denoted by η : [0, T ] × Q → Ω. The set Q ⊂ Rn will be a Lipschitz,
bounded domain, or alternatively a disjoint union of �nitely many of such domains. The con�ning set
Ω ⊂ Rn will similarly be a (possibly unbounded) Lipschitz domain. The class of admissible deformations
consists of maps that satisfy the Ciarlet�Ne£as condition [CN87] and are thus injective almost everywhere.
To be precise, we set

E :=

{
η ∈W 2,p(Q;Rn) : η(Q) ⊂ Ω, η|Γ = η0,det∇η > 0, and Ln(η(Q)) =

�
Q

det∇η(x) dx

}
. (2.1)

Here we use η0 to denote a given admissible (initial) deformation, Ln is the Lebesgue measure and Γ is a
(�xed) measurable subset of ∂Q, not necessarily with positive measure, i.e. possibly empty. Furthermore,
we require η0|Γ to be injective and η0(Γ) ∩ ∂Ω = ∅ (see [�GK24, Remark 2.3] for more information).
Here and in the following we assume that p > n. Thus we can assume that η ∈ C1,1−np (Q;Rn) for all
η ∈ E and always work with this precise representative.

In order to simplify the notation, in the following we write A〈u〉 as a shorthand for the duality pairing
〈A, u〉(Wk,p)∗×Wk,p , whenever A : W k,p(Q;Rn) → R is linear and u ∈ W k,p(Q;Rn). Moreover, we use
the subscript Γ to denote spaces of functions whose trace vanishes on that set, e.g. W k,p

Γ (Q) := {u ∈
W k,p(Q) : u|Γ = 0}.

Next, we specify the assumptions on the energy-dissipation pair (E,R). The canonical examples we
have in mind are

E(η) :=

�
Q

C(∇ηT∇η − I) : (∇ηT∇η − I) +
c1

(det∇η)a
+ c2

∣∣∇2η
∣∣p dx

R(η, ∂tη) :=

�
Q

∇ηT∇∂tη +∇∂tηT∇ηdx,

where C is a positive de�nite fourth order tensor, c1 and c2 are positive constants, and a > pn
p−n to

guarantee injectivity (see [HK09]). However in the proofs, we will not use this explicit form. Instead we
only assume that the elastic energy E : W 2,p(Q;Rn)→ (−∞,∞] has the following properties:

(E.1) There exists Emin > −∞ such that E(η) ≥ Emin for all η ∈ W 2,p(Q;Rn). Moreover, E(η) <∞
for every η ∈W 2,p(Q;Rn) with infQ det∇η > 0.

(E.2) For every E0 ≥ Emin there exists ε0 > 0 such that det∇η ≥ ε0 on Q for all η with E(η) ≤ E0.
(E.3) For every E0 ≥ Emin there exists a constant C such that

‖∇2η‖Lp ≤ C

for all η with E(η) < E0.
(E.4) E is weakly lower semicontinuous, that is,

E(η) ≤ lim inf
k→∞

E(ηk)

whenever ηk ⇀ η in W 2,p(Q;Rn). Moreover, E is continuous with respect to strong convergence
in W 2,p(Q;Rn).
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(E.5) E is di�erentiable in its e�ective domain with derivative DE(η) ∈ (W 2,p(Q;Rn))∗ given by

DE(η)〈ϕ〉 =
d

dε
E(η + εϕ)

∣∣∣∣
ε=0

.

Furthermore, DE is bounded on any sub-level set of E and DE(ηk)〈ϕ〉 → DE(η)〈ϕ〉 whenever
ηk → η in W 2,p(K;Rn) for all K compactly contained in Q with dist(K,Γ) > 0 and ϕ ∈
W 2,p

Γ (Q;Rn).
(E.6) DE satis�es

lim inf
k→∞

(DE(ηk)−DE(η))〈(ηk − η)ψ〉 ≥ 0

for all ψ ∈ C∞Γ (Q; [0, 1]) and all sequences ηk ⇀ η in W 2,p(Q;Rn). In addition, DE satis�es the
following Minty-type property: If

lim inf
k→∞

(DE(ηk)−DE(η))〈(ηk − η)ψ〉 ≤ 0

for all ψ ∈ C∞Γ (Q; [0, 1]), then ηk → η in W 2,p(K;Rn) for all K compactly contained in Q with
dist(K,Γ) > 0.

Similarly, we assume that the dissipation potential R : W 2,p(Q;Rn) × W 1,2(Q;Rn) → [0,∞) is a
function satisfying the following properties:

(R.1) R is weakly lower semicontinuous in its second argument, that is, for all η ∈ W 2,p(Q;Rn) and
every bk ⇀ b in W 1,2(Q;Rn) we have that

R(η, b) ≤ lim inf
k→∞

R(η, bk).

(R.2) R is convex and homogeneous of degree 2 with respect to its second argument, that is,

R(η, λb) = λ2R(η, b)

for all λ ∈ R.
(R.3) R admits the following Korn-type inequality: For any ε0 > 0, there exists KR such that

KR‖b‖2W 1,2 ≤ ‖b‖2L2 +R(η, b)

for all η ∈ E with det∇η ≥ ε0 and all b ∈W 1,2(Q;Rn).
(R.4) R is di�erentiable in its second argument, with derivative D2R(η, b) ∈ (W 1,2(Q;Rn))∗ given by

D2R(η, b)〈ϕ〉 :=
d

dε
R(η, b+ εϕ)

∣∣∣∣
ε=0

.

Furthermore, the map (η, b) 7→ D2R(η, b) is bounded and weakly continuous with respect to both
arguments, that is,

lim
k→∞

D2R(ηk, bk)〈ϕ〉 = D2R(η, b)〈ϕ〉

holds for all ϕ ∈ W 1,2(Q;Rn) and all sequences ηk ⇀ η in W 2,p(Q;Rn) and bk ⇀ b in
W 1,2(Q;Rn).

We also introduce a variant of (R.3) that will be used for the quasistatic case (see Theorem 6.2) in the
form of

(R.3q) R admits the following Korn-type inequality: For any ε0 > 0, there exists KR such that

KR‖b‖2W 1,2 ≤ R(η, b)

for all η ∈ E with det∇η ≥ ε0 and all b ∈W 1,2
Γ (Q;Rn).

We mention here that the assumptions on the energy-dissipation pair are standard within the frame-
work of second-order viscoelastic materials (see in particular [HK09], [KR20], and the references therein).

Finally, as in [�GK24, Remark 2.1] we note that these assumptions imply the following:

D2R(η, λb) = λD2R(η, b) (2.2)

‖D2R(η, b)‖(W 1,2)∗ ≤ C ‖b‖W 1,2 , (2.3)

2R(η, b) ≤ C ‖b‖2W 1,2 (2.4)

for all b ∈W 1,2(Q;Rn) and all η ∈W 2,p(Q;Rn) with E(η) ≤ E0 and C = C(E0).
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2.2. Statement of the main result. The precise de�nition of (weak) solution to the initial value
problem considered in this paper can be formulated as follows.

De�nition 2.1. Let T > 0, η0 ∈ E, η∗ ∈ L2(Q;Rn), and f ∈ L2((0, T );L2(Q;Rn)) be given. We say
that

η ∈ L∞((0, T ); E) ∩W 1,2((0, T );W 1,2(Q;Rn))

with E(η) ∈ L∞((0, T )) is a weak solution to (1.1) in (0, T ) with initial deformation η0 and initial
velocity η∗ if η(0) = η0 and the variational inequality

� T

0

DE(η(t))〈ϕ(t)〉+D2R(η(t), ∂tη(t))〈ϕ(t)〉 dt

− ρ〈η∗, ϕ(0)〉L2 −
� T

0

ρ〈∂tη(t), ∂tϕ(t)〉L2 dt ≥
� T

0

〈f(t), ϕ(t)〉L2 dt (2.5)

holds for all ϕ ∈ C([0, T ];T 0
η (E))∩C1

c ([0, T );L2(Q;Rn)). Here the set T 0
η (E) denotes the class of reduced

admissible perturbations for the deformation η; its precise de�nition is given below in Lemma 5.1.
Furthermore, we say that such a function η is a weak solution with a contact force σ if additionally

it satis�es

� T

0

DE(η(t))〈ϕ(t)〉+D2R(η(t), ∂tη(t))〈ϕ(t)〉 dt

− ρ〈η∗, ϕ(0)〉L2 −
� T

0

ρ〈∂tη(t), ∂tϕ(t)〉L2 dt =

�
[0,T ]×∂Q

ϕ(t, x) · dσ(t, x) +

� T

0

〈f(t), ϕ(t)〉L2 dt

for all ϕ ∈ C([0, T ];W 2,p
Γ (Q;Rn)) ∩ C1

c ([0, T );L2(Q;Rn)), where σ ∈ M([0, T ] × ∂Q;Rn) is a contact
force satisfying the action-reaction principle in the sense of De�nition 4.4.

Observe that in view of its regularity, η belongs to the space Cw([0, T ];W 2,p(Q;Rn)). Therefore, we
have that η(t) ∈ W 2,p(Q;Rn) for all t ∈ [0, T ], and in particular the initial condition η(0) = η0 holds in
the classical sense. Moreover, it is worth mentioning that if it is known a priori that the contact force
σ = 0 and that η is su�ciently regular, then for some choices of E and R (see, e.g., the example pair
given in Section 2.1) we can conclude that the equation holds in a pointwise sense.

With this in hand, we can state the main result of this paper.

Theorem 2.2. Let E and R be as in (E.1)�(E.6) and (R.1)�(R.4), respectively, and let T > 0, η0 ∈ E,
η∗ ∈ L2(Q;Rn), and f ∈ L2((0, T );L2(Q;Rn)) be given. Then (1.1) admits a weak solution with a contact
force in (0, T ) in the sense of De�nition 2.1, where the resulting contact force σ has no concentrations
in time (in the sense that all sets {t}× ∂Q are of measure zero). Additionally, this solution satis�es the
energy inequality

E(η(t)) +
ρ

2
‖∂tη(t)‖2L2 +

� t

0

2R(η(s), ∂tη(s)) ds ≤ E(η0) +
ρ

2
‖η∗‖2L2 +

� t

0

〈f(s), ∂tη(s)〉L2 ds

for L1-a.e. t ∈ [0, T ].

As in our previous paper, a similar quasistatic result is also available in the form of Theorem 6.2.
Like mentioned above, the precise de�nitions of admissible perturbations and of contact forces will

be given later. For now, let us note that we want to allow those perturbations that do not result in
overlap and thus expect forces that are, in some sense, normal to the surface. For the case of Lipschitz
boundaries we consider here, this is not trivial. First of all, a given direction of perturbation at a point
might seem be admissible at that speci�c location, but due to the regularity required of test functions,
it might result in overlap somewhere nearby. This greatly complicates �nding any local condition on the
admissibility of test functions. Secondly, as the solutions will be constructed using an approximation and
classical normals can vary greatly for a Lipschitz boundary, we require a compatible notion of closure
that allows for some convergence and compactness of contact forces. All of this will be the subject of
the next few sections.

In light of all of this, it is particularly worth noting that, in contrast to [�GK24], we do not provide
a characterization of weak solutions in terms of an inequality for test functions in the whole abstract
tangent space to the set of con�gurations. Instead we only consider a somewhat restricted subset. This
is not an oversight, but a crucial feature of the problem. Indeed, in order to work with a set of solutions
that is closed under convergence, we have to contend with situations where forces may appear in such a
way that prevents the solids from moving or deforming in a direction that otherwise seems admissible.
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We defer a more detailed discussion of this issue to Remark 5.6, as it requires several de�nitions that
will be given in the intervening sections.

3. Tangent and normal cones

We begin by recalling basic de�nitions and some properties for cones of generalized tangents and
normals. For a more detailed treatment we refer to the monograph [RW98], whose notation we also
try to follow. However as notation tends to vary between authors, we aim for this section to be mostly
self-contained.

Recall that Q ⊂ Rn is open, bounded, and (strongly) Lipschitz, that is, ∂Q is given locally by the
graph of a Lipschitz function.

De�nition 3.1 (Cone). A set C ⊂ Rn is called a cone if w ∈ C implies λw ∈ C for all λ ≥ 0. For any
cone C, the polar cone of C is de�ned as

C∗ := {w ∈ Rn : w · v ≤ 0 for all v ∈ C}.
Note that a cone needs to be neither closed nor convex, whereas the polar cone is by de�nition both

closed and convex. In particular C∗∗ will be the closed convex hull of C.

De�nition 3.2 (Tangent and normal cones). For Q as above and x ∈ Q, we de�ne the following cones:
(i) Tangent cone1

TQ(x) :=

{
lim
i→∞

xi − x
τi

: xi → x, xi ∈ Q, τi → 0+

}
= lim sup

τ→0+

Q− x
τ

;

(ii) Regular tangent cone

T̂Q(x) :=
{
v ∈ Rn : ∀xi → x, xi ∈ Q,∃vi ∈ TQ(xi), vi → v

}
= lim inf
y→x,y∈Q

TQ(y);

(iii) Convexi�ed normal cone
NQ(x) := T̂Q(x)∗.

We also de�ne the respective cones in the deformed con�guration via

Tη(x) := Tη(Q∩Br(x))(η(x))

for any η ∈ E with E(η) < ∞ and r > 0 such that η is injective on Q ∩ Br(x).2 Similar notations are
used for the other cones introduced above. We also use the shorthand Tη(t, x) := Tη(t)(x) when dealing
with time-dependent deformations.

η(x)

η(Q)
T̂η(x)

Nη(x)

η(x)

η(Q)
T̂η(x)

Nη(x)

Figure 1. Interior regular tangent and exterior convexi�ed normal cone for corners
with acute and obtuse angle respectively.

Here we recall that while TQ(x) describes the usual set of tangent vectors at x, the regular tangent
cone T̂Q(x) describes the smaller set of vectors which are (up to a vanishing error) also tangent vectors
to any point in a neighborhood of x. This not only gives us a pointwise condition on directions which
are �safe to move in� in a whole neighborhood, but it also forms a key ingredient to the approximation
of test functions. See Figure 1 for an illustration.

1Here lim sup and lim inf denote the set-theoretic versions in a metric space (cf. [RW98, Chapter 4]).
2Notice that we cannot simply use Tη(Q)(η(x)). While this would work in the absence of contact, when collisions do

occur, we need to distinguish the di�erent, physically unconnected parts of the solid, which this de�nition fails to do. Also
note that this is well de�ned, as any η of �nite energy is locally injective by Lemma 4.2 (iv).
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Remark 3.3. The de�nition of NQ(x) we use is not the classic de�nition. Instead, one usually proceeds
via some intermediate steps. First, one constructs the regular normal cone as the polar of TQ(x). Then,

similarly to T̂Q(x), one takes the normal cone to be the corresponding lim sup. Finally, since the resulting
set can be nonconvex, one takes the convex hull. However, it follows from [RW98, Theorem 6.28] that
these two approaches are equivalent. Thus, since we will only ever use NQ(x) as a polar cone, we have
opted to take this directly as a de�nition.

Notice that the de�nition of T̂Q(x) readily implies that if for w ∈ Rn there are ε0 > 0 and r > 0 such
that y + εw ∈ Q for all ε ∈ (0, ε0] and all y ∈ Br(x), then w ∈ T̂Q(x). More interestingly, in the interior
of T̂Q(x) the converse holds as well, provided that the condition above holds for a neighborhood of w.
To be more precise, one can show the following:

Proposition 3.4 ([RW98, Theorem 6.36]). For x ∈ ∂Q, the following are equivalent:

(i) w ∈ int T̂Q(x);

(ii) There exist ε0 > 0, r > 0, δ > 0 such that y + εv ∈ Q for all ε ∈ [0, ε0], all y ∈ Q ∩ Br(x), and
all v ∈ Bδ(w).

As we deal with a Lagrangian representation of the solid, it is useful to remember how tangential and
normal cones in the image relate to their respective counterparts in the reference con�guration. For this
we note their transformation behavior.

Lemma 3.5 (Transformation behavior of cones). For any η ∈ E and any x ∈ ∂Q we have

T̂η(x) = [∇η(x)]T̂Q(x) and Nη(x) = [cof∇η(x)]NQ(x),

where cof denotes the cofactor matrix.

Proof. For any sequence {xi}i ⊂ Q with (xi − x)/τi → v where τi → 0+, we have that

η(xi)− η(x)

τi
→ [∇η(x)]v.

As η is locally invertible, the analogous formula holds for η−1. This implies the �rst statement. The
second statement follows from the de�nition of NQ(x) and the well-known formula ∇η(x) cof∇η(x)T =
(det∇η)I. �

Finally, throughout the remaining sections we will frequently use the fact that a Lipschitz boundary
implies that the tangent cone cannot be too degenerate. This is made precise in the following lemma.

Lemma 3.6. Denote by Lθ,v the cone in the direction v ∈ Rn \ {0}, with opening angle θ ∈ (0, π/2), i.e.

Lθ,v := {w ∈ Rn : w · v ≥ cos θ|w||v|}. (3.1)

Then the following hold:

(i) There exist θ ∈ (0, π/2) and 0 6= v1, . . . , vk ∈ Rn with |vi| = 1 such that for every x ∈ ∂Q we

have that Lθ,vi ⊂ T̂Q(x) for some i. In particular, int T̂Q(x) 6= ∅. Note that θ is independent of
x, and depends only on the Lipschitz continuity of ∂Q.

(ii) Given E0 ≥ Emin, there exist ϑ∈ (0, π/2), vectors 0 6=v1, . . . , vk ∈ Rn, a covering {G1, . . . , Gk}
of ∂Q, and points xi ∈ Gi such that: For every η ∈ E with E(η) ≤ E0 we have that for every

x ∈ Gi it holds Lϑ,wi ⊂ T̂η(x), where wi := [∇η(xi)]vi. Note that ϑ, k, and the vectors vi depend
only on E0 and Q. In particular, these can be chosen in such a way that they do not depend on
η.

Proof. We divide the proof into two steps.
Step 1: Recall that by our assumptions on Q there exists a �nite covering of ∂Q, namely {G1, . . . , Gk},
such that for every i = 1, . . . k we have that Γi := ∂Q ∩ Gi is the graph of a Lipschitz function in the
direction of vi ∈ Rn, |vi| = 1, and furthermore that Q∩Gi is the region above the graph. Then for every
i we must have that

y + Lθ,vi ∩Bry (y) ⊂ Q ∩Gi
for some ry > 0 which depends on the distance of y to the relative boundary of Γi in ∂Q. In particular,
this implies that Lθ,vi ⊂ TQ(y) for all y ∈ Γi, which in turn shows that Lθ,vi ⊂ T̂Q(x) for all x ∈ Γi.
This concludes the proof of the �rst statement.
Step 2: The second result follows from similar considerations. To see this, consider the cone Lθ,v. Then,
using the fact that ∇η is uniformly continuous (with modulus of continuity that depends only on E0)
and that det∇η > 0 in Q (see (E.2)), we must have that the transformed cone [∇η(x)]Lθ,v contains a
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cone of the form Lϑ,w, where ϑ depends only on θ and E0, and w := [∇η(x)]v. For i = 1, . . . , k, let Gi,
xi, and vi be as in the previous step and set wi := [∇η(x)]vi. Then, for every x ∈ Gi we have that

Lϑ,wi ⊂ [∇η(x)]Lθ,vi ⊂ [∇η(x)]T̂Q(x).

The desired result follows from an application of Lemma 3.5. �

We conclude with a technical lemma.

Lemma 3.7. Let C ⊂ Rn be a cone with nonempty interior and let v0 ∈ intC \ {0}. Then there exists
β > 0 such that the cone

Kβ := {w ∈ Rn : w · v ≤ sinβ|w||v| for all v ∈ C}
(i.e., Kβ is the polar cone of C but with opening angle enlarged by β) has the property that v0 · w < 0
for all w ∈ Kβ \ {0}.
Proof. Since v0 is in the interior of C, there exists β0 > 0 such that Lβ0,v0 ⊂ C (see the de�nition
of Lβ0,v0 in (3.1)). We claim that any 0 < β < β0 has the desired property. To prove the claim, let
w ∈ Kβ \ {0}. Notice that if w = cv0 for c ∈ R, then necessarily c < 0 and there is nothing else to
do. Otherwise, we can �nd 0 6= v ∈ ∂C such that v0, v, and w are coplanar and v lies between v0 and
w. Such a vector v ∈ ∂C can be found by letting v := av0 + bw for some choice of a, b > 0. Then,
since Lβ0,v0 ⊂ C, we have that the angle between v0 and v must be at least β0. Furthermore, using the
de�nition of Kβ we see that the angle between v and w must be at least π/2 − β. This shows that the
angle between v0 and w is strictly larger than π/2, and therefore concludes the proof. �

4. Description of the geometry and forces at collision

In this section we introduce the tools required in our analysis of both quasistatic and dynamic collisions.
In the following we let I ⊂ R be a closed and bounded time interval.

De�nition 4.1 (Contact set). For every η ∈ E, the contact set of η is de�ned via

Cη := {x ∈ Q : η(x) ∈ ∂Ω or η−1(η(x)) 6= {x}}. (4.1)

For time-dependent deformations, that is, if η : I ×Q→ Rn is such that η(t) ∈ E for all t ∈ I, we de�ne
the contact set as

Cη := {(t, x) ∈ I ×Q : x ∈ Cη(t)},
where Cη(t) is the contact set of η(t, ·) as de�ned in (4.1).

The following lemma collects useful properties of the contact set.

Lemma 4.2. Let η ∈ E be given and let Cη be as in De�nition 4.1. Then the following hold:

(i) Cη is a closed subset of ∂Q;
(ii) There exists a number M ∈ N that depends only on Q and E(η) such that η−1(η(x)) consists of

at most M points;

(iii) If η(x) = η(y) for some x 6= y, then int T̂η(x) ∩ int T̂η(y) = ∅;
(iv) If η(x) = η(y) for some x 6= y, then |x− y| > r for some r > 0 only depending on E(η) but not

η itself.

Proof. For a proof of the statements in (i) and (iii) we refer the reader to [Pal18, Lemma 2.1] (note the
slightly di�erent notation there); (ii) is a direct consequence of Lemma 3.6. Finally, (iii) implies that
x and y cannot lie in the same set Gi of Lemma 3.6. Since these sets form a �nite open cover that is
independent of η, this implies the existence of a minimal distance r as in the statement of (iv). �

Remark 4.3. We mention here that the uniform local injectivity in Lemma 4.2 (iv) actually only depends
on the regularity and the lower bound on the Jacobian. Since this will be used later in the paper (see the
proof of Lemma 5.1), we recall this argument for the convenience of the reader.

Assume that ‖∇η‖C0 < ∞ and infQ det∇η > 0. Then, as one can readily check, there exists a

constant c, depending only on those two quantities, such that |∇η(x)v| ≥ c|v| for all x ∈ Q and all
v ∈ Rn. Consequently, for every x, y ∈ Q we have that

|η(x)− η(y)| ≥ |∇η(x)(x− y)| − o(|x− y|) ≥ c|x− y| − o(|x− y|). (4.2)

To conclude, observe that the right-hand side of (4.2) is bounded away from zero whenever x and y are
su�ciently close to each other.
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Recall that every σ ∈M(X;Rn) (that is, every Radon measure on the compact space X with values
in Rn) admits a polar decomposition of the form dσ = g d|σ| in the sense that�

X

ϕ · dσ =

�
X

ϕ · g d|σ|

for all ϕ ∈ C(X;Rn), where |σ| ∈M+(X) is the total variation of σ and g ∈ L1(X, |σ|;Rn) is such that
|g| ≤ 1. With this at hand, we proceed to de�ne contact forces as follows.

De�nition 4.4 (Contact force). (i) Let η ∈ E. A contact force for η is a vector-valued measure
σ ∈M(∂Q;Rn) with suppσ ⊂ Cη and the property that it points in the interior normal direction
in the sense that the function g : ∂Q → Rn in the polar decomposition dσ = g d|σ| satis�es
−g(x) ∈ Nη(x) for σ-a.e. x ∈ Cη.

(ii) Let η : I ×Q→ Rn be such that η(t) ∈ E for every t ∈ I and assume that η is Borel measurable
when considered as a mapping from I to W 2,p(Q;Rn). Then a contact force for η is a vector-
valued measure σ ∈M(I×∂Q;Rn) with suppσ ⊂ Cη and the property that it points in the normal
direction in the sense that the function g : I × ∂Q → Rn in the polar decomposition dσ = g d|σ|
satis�es −g(t, x) ∈ Nη(t, x) for σ-a.e. (t, x) ∈ Cη.

(iii) Additionally, we say that a contact force σ satis�es the action-reaction principle at self-contact
if �

∂Q

(ϕ ◦ η) · dσ = 0

for all ϕ ∈ Cc(Ω;Rn). Similarly, for time-dependent deformations, we say that σ satis�es the
action-reaction principle at self-contact if�

I×∂Q
(ϕ ◦ η) · dσ = 0

for all ϕ ∈ Cc(I × Ω;Rn), where, to simplify notation we write (ϕ ◦ η)(t, x) := ϕ(t, η(t, x)).

Note that, as is consistent with physics, contact forces always point in interior normal direction.
However in contrast to [�GK24] where we used interior normals, Nη(x) is always pointing in exterior
direction, to remain consistent with standard notations in [RW98]. Thus, compared to our previous work,
the signs in some of the equations are �ipped. Note also that the requirement that η is Borel measurable
in time (see De�nition 4.4 (ii)) is necessary to ensure the compatibility with the Borel measure σ, without
requiring η to be continuous with respect to the variable t.

Next we make use of the fact that locally Nη(x) is de�ned in duality with T̂η(x), something that can
be turned into a similar duality between continuous functions and measures.

Lemma 4.5 (Characterization of contact forces). The following hold.

(i) For η ∈ E, let σ ∈ M(∂Q;Rn) be such that suppσ ⊂ Cη. Then σ is a contact force for η if and
only if �

∂Q

ϕ · dσ ≥ 0

for all ϕ ∈ C(∂Q;Rn) with ϕ(x) ∈ T̂η(x) for x ∈ ∂Q.
(ii) Let η : I ×Q→ Rn be such that η(t) ∈ E for every t ∈ I and assume that η is Borel measurable

when considered as a mapping from I to W 2,p(Q;Rn). Let σ ∈ M(I × ∂Q;Rn) be such that
suppσ ⊂ Cη. Then σ is a contact force for η if and only if�

I×∂Q
ϕ · dσ ≥ 0 (4.3)

for all ϕ : I × ∂Q satisfying ϕ(t, ·) ∈ C(∂Q;Rn), t ∈ I, Borel measurable in t and bounded in

I × ∂Q, with ϕ(t, x) ∈ T̂η(t, x) for (t, x) ∈ I × ∂Q.
Proof. We only present the proof of the time-dependent characterization in statement (ii). Indeed, the
proof of (i) follows from analogous (but simpler) arguments.
Step 1: Let σ be a contact force for η. Then, by the de�nition (see De�nition 4.4 (ii)) we have that
dσ = g d|σ|, where −g(t, x) ∈ Nη(t, x) for σ-a.e. (t, x) ∈ Cη. Consequently, by the polarity relation
between T̂η(t, x) and Nη(t, x) (i.e., by the de�nition of Nη(t, x) given in De�nition 3.2), we have that
g(t, x) · ϕ(t, x) ≥ 0 σ-a.e. holds for every ϕ as in the statement. Therefore,�

I×∂Q
ϕ · dσ =

�
I×∂Q

ϕ · g d|σ| ≥ 0,
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thus proving that (4.3) holds as desired.
Step 2: Next, we show that any measure measure σ with suppσ ⊂ Cη that satis�es (4.3) is a contact
force for η. To this end, arguing by contradiction, assume that σ is not a contact force for η. Then we
can �nd a measurable set S ⊂ I × ∂Q with |σ|(S) > 0 with the property that −g(t, x) /∈ Nη(t, x) for
(t, x) ∈ S.

Let h : S → Rn be Borel measurable with h(t, x) ∈ int T̂η(t, x) and such that h(t, x) · g(t, x) < 0 for
σ-a.e. (t, x) ∈ S. Then, an application of Lusin's theorem yields the existence of a compact set K ⊂ S

with |σ|(K) > 0 and a function h̃ ∈ C(I × ∂Q;Rn) such that h(t, x) = h̃(t, x) for all (t, x) ∈ K. For
t ∈ I, we let Kt := {x ∈ ∂Q : (t, x) ∈ K}. Moreover, using the fact that h̃ is uniformly continuous
and by Proposition 3.4, for every t we can �nd a set Gt ⊃ Kt that is open with respect to the subspace
topology of ∂Q and with the property that h̃(t, x) ∈ T̂η(t, x) for all x ∈ Gt.

Next, consider a sequence of cuto� functions ψi : I×∂Q→ [0, 1] that are Borel measurable in time and
satisfy ψi(t) ∈ C(∂Q; [0, 1]) and χK ≤ ψi ≤ χG, and such that ψi → χK in L1(I × ∂Q, σ) as i→∞. We
can take, for example, ψi(t, x) := max{1 − i dist(x,Kt), 0} for 1/i ≤ dist(Kt, ∂Q \ Gt). Then, denoting
ϕi := ψih̃ and recalling that h(t, x) · g(t, x) < 0 on K, we obtain that�

I×∂Q
ϕi · dσ =

�
I×∂Q

ψih̃ · g d|σ| →
�
K

h · g d|σ| < 0.

In particular, the same inequality holds for ϕ := ϕn0
, for some i0 ∈ N that is su�ciently large. Notice

that ϕ is Borel measurable in time, ϕ(t) ∈ C(∂Q;Rn), ϕ(t, x) ∈ T̂η(t, x) for all (t, x) ∈ ∂Q and that
moreover it satis�es �

∂Q

ϕ · dσ < 0.

Thus, we have reached a contradiction to (4.3). This concludes the proof. �

Compactness and closure properties of contact forces will play a fundamental role in Section 6 and
Section 7, where existence results are obtained via a limiting process involving approximate solutions.

Theorem 4.6 (Compactness-closure of contact forces). The following hold.

(i) Let {ηk}k ⊂ E be a sequence of deformation with E(ηk) ≤ E0 for some E0 > Emin and assume
that there exists η ∈ E with E(η) ≤ E0 such that ηk → η in C1(Q;Rn). For every k, let σk be a
contact force for ηk with

sup
k
‖σk‖M(∂Q;Rn) <∞.

Then there exist a subsequence (which we do not relabel) and a limit measure σ such that σk
∗
⇀ σ

in M(∂Q;Rn). Moreover, σ is a contact force for η and if each σk satis�es the action-reaction
principle at self-contact, then so does σ.

(ii) Let {ηk}k be a sequence of time-dependent deformations, that is, for every k we have that ηk : I×
Q→ Rn is Borel measurable in time and such that ηk(t) ∈ E and E(ηk(t)) ≤ E0 hold for all t ∈ I.
Furthermore, assume that ηk(t)→ η(t) in C1(Q;Rn) uniformly in t, where η ∈ C(I;C1,α(Q;Rn))
is such that η(t) ∈ E and E(η(t)) ≤ E0 for all t ∈ I. For every k, let σk ∈ M(I × ∂Q;Rn) be a
contact force for ηk with

sup
k
‖σk‖M(I×∂Q;Rn) <∞.

Then there exist a subsequence (which we do not relabel) and a limit measure σ such that σk
∗
⇀ σ

inM(I×∂Q;Rn). Moreover, σ is a contact force for η and if each σk satis�es the action-reaction
principle at self-contact, then so does σ.

Proof. We present the proof of (ii). The proof of the time-independent statement in (i) is analogous but
simpler, and therefore we omit it.

By the weak compactness of measures (eventually extracting a subsequence) we have that σk
∗
⇀ σ.

Thus, it remains to verify that σ is a contact force for η.
We begin by showing that suppσ ⊂ Cη. We mention here that the proof of this fact follows from the

same argument used in [�GK24, Theorem 3.9]. Indeed, for (t, x) ∈ suppσ, using the fact that σk ⇀ σ,
we have that there are points (tk, xk) ∈ suppσk such that (tk, xk) → (t, x). Since suppσk ⊂ Cηk by
assumption, there are now two cases: Either there is a subsequence such that ηk(tk, xk) ∈ ∂Ω, or there
exist points yk 6= xk ∈ ∂Q with ηk(tk, xk) = ηk(tk, yk). In the �rst case, the uniform convergence of ηk
and the uniform continuity of η imply that ηk(tk, xk)→ η(t, x) ∈ ∂Ω and thus (t, x) ∈ Cη. In the second
case, recall that by Lemma 4.2 (iv) there exists a minimal distance r > 0 such that |xk − yk| ≥ r holds
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for every k. Eventually extracting a further subsequence, we have yk → y ∈ ∂Q. As above, the uniform
convergence of ηk and the uniform continuity of η imply that η(t, x) = η(t, y) with x 6= y. Hence, also in
this case we have shown that (t, x) ∈ Cη. We note here that even though (in contrast to [�GK24]) there
can be more than two points touching at the same location, this complication is readily circumvented by
taking a subsequence of yk.

With this at hand, we can now show that σ is indeed a contact force for η by using the characterization
in Lemma 4.5 (ii). To this end, �x ϕ : I × ∂Q→ Rn as in Lemma 4.5 (ii) and let ϕk be de�ned via

ϕk(t, x) := ∇ηk(t, x)(∇η(t, x))−1ϕ(t, x).

Then, in view of Lemma 3.5 we have that ϕk(t, x) ∈ T̂ηk(t, x) and furthermore, by the uniform conver-
gence of ∇ηk → ∇η in I × ∂Q, we obtain that ϕk → ϕ uniformly in I × ∂Q. Since σk is a contact force
for ηk, by Lemma 4.5 (ii) we have that�

I×∂Q
ϕk(t, x) · dσk(t, x) ≥ 0.

Next, observe that�
I×∂Q

ϕ · dσ =

�
I×∂Q

ϕ · d(σ − σk) +

�
I×∂Q

(ϕ− ϕk) · dσk +

�
I×∂Q

ϕk · dσk,

and that, passing to the limit as k → ∞, the �rst two terms on the right-hand side go to zero. This
shows that �

I×∂Q
ϕ · dσ = lim

k→∞

�
I×∂Q

ϕk · dσk ≥ 0,

and in turn, once again by Lemma 4.5 (ii), we obtain that σ is a contact force for η.
Finally, for any ϕ ∈ Cc(I × Ω;Rn) we have that ϕ ◦ ηk → ϕ ◦ η uniformly in I × ∂Q. This, together

with the convergence σk
∗
⇀ σ, shows that if σk satis�es the action-reaction principle for every k, then

the action-reaction principle continues to hold in the limit. �
We conclude this section by noting that L2-in-time estimates remain true in the weak∗ limit.

Lemma 4.7. Let σk ∈ L2
w∗(I;M(∂Q;Rn)) with ‖σk‖L2

w∗ (I;M(∂Q;Rn)) ≤ C be such that σk
∗
⇀ σ in

M(I × ∂Q;Rn). Then σ ∈ L2
w∗(I;M(∂Q;Rn)) and ‖σ‖L2

w∗ (I;M(∂Q;Rn)) ≤ C.

For a proof and a discussion of the weak∗ measurability involved, we refer to [�GK24, Remark 3.12,
Lemma 3.13].

5. Admissible directions and test functions

In this section we study the space of admissible directions. These are, roughly speaking, in�nitesi-
mal perturbations of the deformed con�guration that do not cause self-interpenetration and for which
η(·, Q) ⊂ Ω. To be precise, we let

Tη(E) := {ϕ ∈W 2,p(Q;Rn) : ∃ε1 > 0 and

Φ ∈ C([0, ε1); E) ∩ C1([0, ε1);W 2,p(Q;Rn)) with Φ(0) = η and Φ′(0+) = ϕ}. (5.1)

The following result is adapted from [Pal18, Proposition 3.1] and provides a useful characterization of a
large subset of Tη(E).

Lemma 5.1 (Strictly interior directions are admissible). For η ∈ E, let

T 0
η (E) := {ϕ ∈W 2,p(Q;Rn) : ϕ|Γ = 0, ϕ(x) ∈ int T̂η(x) for all x with η(x) ∈ ∂Ω, and

ϕ(x)− ϕ(y) ∈ int T̂η(x)− int T̂η(y) for all x 6= y with η(x) = η(y)}. (5.2)

Then T 0
η (E) ⊂ Tη(E).

Proof. Let ϕ ∈ T 0
η (E) be given and set ηε := η + εϕ. In the following we will show that the function

Φ(ε) := ηε then satis�es the conditions of (5.1).
First of all, observe that ηε = η0 when restricted to Γ. Next, recall that by (E.2) there exists ε0 > 0

that only depends on E(η) such that det∇η ≥ ε0 in Q. Since ϕ ∈ C1,α(Q), we have that

det∇ηε ≥
ε0

2
, (5.3)

provided that ε is su�ciently small. Reasoning as in Remark 4.3, we also obtain that, for all ε such that
(5.3) holds, ηε is injective when restricted to balls of radius r, where r only depends on E(η).
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We now claim that ηε is (globally) injective on Q for all ε > 0 small enough. Indeed, arguing by
contradiction, assume that there are a monotone decreasing sequence εi → 0+ and points xi 6= yi ∈ Q
such that ηεi(xi) = ηεi(yi). By the compactness of Q (up to the extraction of a subsequence, which we
do not relabel) we can assume that xi → x and yi → y. We now consider three cases for η(xi) − η(yi)
and see that none of them can happen for a subsequence, resulting in a contradiction.

Case 1:

η(yi)− η(xi) ∈ int T̂η(x)− int T̂η(y). (5.4)
Since the local injectivity of ηεi for i large enough implies that |xi − yi| ≥ r, then necessarily we
must have that |x − y| ≥ r. Using the fact that ηεi → η uniformly we obtain that η(x) = η(y),
and by Lemma 4.2 (i) we conclude that x, y ∈ ∂Q. Note that if η(yi) − η(xi) ∈ int T̂η(x) − int T̂η(y)
holds for in�nitely many values of i, then by Proposition 3.4 there exists a subsequence such that
η(yi) − η(xi) ∈ int T̂η(xi) − int T̂η(yi) for all i large enough. This means, by Proposition 3.4, that
η(Br/2(xi)∩Q) and η(Br/2(yi)∩Q) intersect, in contradiction with the interior injectivity of η, Lemma 4.2
(i).

Case 2:

η(xi) = η(yi). (5.5)

Observe that if (5.5) holds, then we have that ϕ(xi) − ϕ(yi) ∈ int T̂η(xi) − int T̂η(yi) by (5.2), and
therefore ηεi(xi) 6= ηεi(yi), as guaranteed by Lemma 4.2 (iii).

Case 3:

η(yi)− η(xi) /∈ (int T̂η(x)− int T̂η(y)) ∪ {0}. (5.6)

Let Kβ be the enlarged polar cone given by Lemma 3.7 with C = T̂η(x)− T̂η(y) and v0 = ϕ(x)−ϕ(y) ∈
int T̂η(x)− int T̂η(y). Then, for all w ∈ Kβ we have that

(ϕ(x)− ϕ(y)) · w < 0. (5.7)

Let pi be the projection of η(yi)− η(xi) onto Kβ and observe pi 6= 0 by (5.6). Then, using the fact that
pi · (η(yi)− η(xi)) ≥ 0, we obtain that

pi
|pi|
· (ηεi(yi)− ηεi(xi)) ≥ εi

pi
|pi|
· (ϕ(yi)− ϕ(xi)). (5.8)

Notice that (eventually extracting a subsequence) pi/|pi| → p ∈ Kβ \ {0}, and therefore, by (5.7) we
have that

pi
|pi|
· (ϕ(yi)− ϕ(xi))→ p · (ϕ(y)− ϕ(x)) > 0. (5.9)

In particular, combining (5.8) and (5.9), we obtain that
pi
|pi|
· (ηεi(yi)− ηεi(xi)) > 0 (5.10)

holds for all i su�ciently large. Finally, (5.10) implies that ηεi(xi) 6= ηεi(yi).
Therefore we have reached the desired contradiction and thus shown that ηε is injective on Q for all

ε su�ciently small.
A similar but simpler argument can be used to show that ηε(Q) ⊂ Ω. Indeed, the obstacle Rn \Ω can

be treated as a non-moving part of the solid. This concludes the proof. �

η(x)

η(y)
η(Q)

ϕ ∈ Tη(E)

ϕ ∈ T 0
η (E)

Figure 2. Comparison of T 0
η (E) and Tη(E) as described in Remark 5.2. The �rst image

shows two parts of the solid touching at their corners x, y with η(x) = η(y). For y as
preimage of the right side, the second image illustrates the possible values of ϕ(y).
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Remark 5.2. Note that, in general, the inclusion in Lemma 5.1 is strict. To see this, consider the
case of a head-on collision where the contact happens between two outside corners of otherwise smooth,

well-separated surfaces. Then the cones T̂η(x) and T̂η(y) have the same opening angles and the resulting
set T 0

η (E) is relatively small when compared to Tη(E), that is, the set of all the directions it is possible to
move in.

In contrast, if we replace one of the these angles with the complement of the other one, creating an
inside corner, then at the corner the regular tangent cones will in fact not change, but now the closure
of T 0

η (E) is precisely the set of directions it is possible to move in.
In fact, this shows that it is not possible to give a pointwise characterization of Tη(E) in terms of

the regular tangent cone. It is reasonable to ask if there is a better characterization in terms of e.g. a
di�erent de�nition of tangent cones but to the best of our knowledge there seems to be no way to do so,
as the set of admissible directions ultimately depends on the complete behavior (e.g. oscillations and the
directions they occur in) of the boundary in a neighborhood of the contact point.

For our purposes however, neither is such characterization actually required, as the preceding lemma
gives us a su�cient amount of admissible directions for all required estimates, nor would having such a
characterization be particularly helpful. Indeed, while it would allow for a stronger control on the direc-
tions of the Lagrange multipliers in the initial minimization, these are not the contact forces occurring
in the �nal equation, which arise only as limits, whose behavior is better captured using regular normal
and tangent cones.

Additionally, since it is not convex, characterizing the set of admissible directions actually does not
characterize the set of admissible test functions for the equation. Consider for example the above case
of two angles meeting. These can �slide� along each other in two directions, so both of these directions
provide admissible test functions. But then so does their average, even though moving in that average
direction immediately results in an overlap.

All of this is in contrast to the case of a smooth boundary (cmp. [�GK24]), where there is no need
to distinguish di�erent cones, as all di�erent types of tangential cones for a given point will be the same
half-space and there is only ever a single normal direction.

To allow us to better quantify contact forces in the proof we now require a speci�c type of test function.

De�nition 5.3. Given η ∈ E, we say that t̃η : Q→ Rn is a uniformly interior vector �eld for η, if there
is an angle ϑ ∈ (0, π/2) and a constant 0 < c ≤ 1 such that

t̃η(x) · n ≤ − sinϑ|t̃η(x)||n| and c ≤ |t̃η(x)| = 1 for all x ∈ ∂Q and n ∈ Nη(x),

and |t̃| is bounded on Q. Similarly, given η ∈ L∞(I; E) ∩W 1,2(I;W 1,2(Q;Rn)) with E(η) ∈ L∞(I), we
say that t̃η : I ×Q→ Rn is a uniformly interior vector �eld for η, if there is an angle ϑ ∈ (0, π/2) such
that for all t ∈ I

t̃η(t, x) · n ≤ − sinϑ|t̃η(t, x)||n| and |t̃η(t, x)| = 1 for all x ∈ ∂Q and n ∈ Nη(x),

and |t̃(t, ·)| is bounded on Q.

Note that the polarity of T̂η(x) andNη(x) and the strict positivity of sinϑ imply that t̃η(x) ∈ int T̂η(x).
To be precise, the de�nition implies that the cone Lϑ,t̃η(x) ⊂ T̂η(x) (see (3.1)). We show below that for
any deformation η there exists a smooth uniformly interior vector �eld.

Proposition 5.4. The following hold.

(i) For every η ∈ E there exists a uniformly interior vector �eld t̃η in the sense of De�nition 5.3

with t̃η ∈ Ck0(Q;Rn) and such that ‖t̃η‖Ck0 (Q;Rn) ≤ C for all k0 ∈ N, where C is a constant that

depends only on E(η) and k0.
(ii) For every η ∈ L∞(I; E) ∩W 1,2(I;W 1,2(Q;Rn)) with ‖E(η)‖L∞(I) ≤ E0 there exists a uniformly

interior vector �eld t̃η in the sense of De�nition 5.3 with t̃η ∈ C(I;Ck0(Q;Rn)) and such that

‖t̃η‖C(I;Ck0 (Q;Rn) ≤ Ck0 for all k0 ∈ N, where Ck0 is a constant that depends only on E0 and k0.

Moreover it can be chosen so that t̃η ∈W 1,2(I;L2(Q;Rn)) with the estimate ‖∂tt̃η‖L2(I×Q;Rn) ≤
C‖∂t∇η‖L2(I×Q;Rn) with C depending on E0.

Proof. We only present the proof of (ii). The proof of the time-independent statement in (i) follows
from a similar argument (see also [Pal18, Proposition 3.1]). Let {G1, . . . , Gk} be a covering of ∂Q with
corresponding points xi ∈ Gi and directions vi ∈ Sn−1 and ϑ for E0 given as in the proof of Lemma 3.6.
Choose δ > 0 so small that {G1, . . . , Gk} covers also Pδ, the δ-neighborhood of ∂Q. Note that this δ
still depends only on Q and E0. Now let {ψ1, . . . , ψk} be a partition of unity on Pδ subordinated to the
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covering {G1, . . . , Gk}. To be precise, ψi ∈ C∞c (Gi, [0, 1]) for every i = 1, . . . , k and
∑k
i=1 ψi(x) = 1 for

all x ∈ Pδ.
Next, we construct t̃Q ∈ C∞(Qδ;Rn), where Qδ is the δ-neighborhood of Q, by setting (we consider

each ψi to be extended outside Gi by 0)

t̃Q(x) :=

k∑

i=1

ψi(x)vi, x ∈ Qδ.

Then t̃Q is a smooth uniformly interior vector �eld to Q with angle ϑ, moreover satisfying c ≤ |t̃Q| ≤ 1
on Pδ, where 0 < c ≤ 1 depends only on Q.

We consider an extension of η to I×Qδ preserving all the norms, in particular the L∞(I;W 2,p(Qδ;Rn))
and W 1,2(I;W 1,2(Qδ;Rn)) norms, up to a constant. With this de�ne

tη(t, x) =
∇η(t, x) t̃Q(x)

|∇η(t, x) t̃Q(x)| |t̃Q(x)|, t ∈ I, x ∈ Qδ.

Because of the uniform lower bound on the Jacobian which can be extended to Qδ for δ small enough,
we see that tη ∈ C(I;C1,α(Qδ;Rn)) with Hölder seminorm dependent only on E0. Further, we see by an
application of the chain rule, that

‖∂ttη(t)‖L2(Qδ;Rn) ≤ C‖∂t∇η‖L2(Q;Rn)

with C depending on E0.
Now choose δ̃ > 0, possibly smaller than δ but only dependent on E0, such that it holds for all t ∈ I

and all x ∈ ∂Q and x̃ ∈ Qδ with |x− x̃| ≤ δ̃ that
tη(t, x) · tη(t, x̃) ≥ cos(ϑ/2).

We mollify in space, that is put t̃η := tη ∗ ξδ, where ∗ is the convolution in space and ξδ the smooth
molli�cation kernel with radius δ. Because of the above choice of δ̃, one can readily check that t̃η is a
uniformly interior �eld for η in the sense of De�nition 5.3, with the angle ϑ/2. Finally, regarding the
regularity of t̃η, we see that for each t ∈ I we have

‖t̃η(t)‖Ck0 (Q;Rn) ≤ Ck0‖tη(t)‖C(∂Q;Rn)

with Ck0 depending on E0 and k0, and

‖∂tt̃η(t)‖L2(Q;Rn) ≤ C‖∂ttη(t)‖L2(Q;Rn)

with C depending on E0, which combining with the above inequalities �nishes the proof. �

Next, we show that the set of strictly interior directions, namely T 0
η (E), is well-behaved with respect

to sequences of approximating deformations.

Proposition 5.5. The following hold.

(i) Let {ηk}k ⊂ E be given and assume that there exists η ∈ E such that ηk → η in C1(Q;Rn). Then,
for every ϕ ∈ T 0

η (E) there exists a sequence {ϕk}k such that ϕk → ϕ in W 2,p(Q;Rn) and with

the property that ϕk ∈ T 0
ηk

(E) for all k su�ciently large.

(ii) Let {ηk}k ⊂ L∞(I; E) be given and assume that there exists η ∈ W 1,2(I;W 2,p(Q;Rn)) with
‖E(η)‖L∞(I) ≤ E0 such that ηk → η and ∇ηk → ∇η uniformly on I × Q. Then, for every

ϕ ∈ C(I;T 0
η (E)) there exists a sequence {ϕk}k such that ϕk → ϕ in C(I;W 2,p(Q;Rn)) and with

the property that ϕk ∈ C(I;T 0
ηk

(E)) for all k su�ciently large. Moreover, let J ⊂ I and assume

that ϕ ∈ C(I;T 0
η (E)) ∩ C1

c (J ;L2(Q;Rn)). Then there exists a sequence {ϕk}k as above but with

the additional property that ϕk ∈ C(I;T 0
ηk

(E)) ∩ C1
c (J ;L2(Q;Rn)) for all k su�ciently large.

Proof. We only present the proof of the slightly more complicated time-dependent statement (ii).
Let ξΓ : Q → R be a smooth function that satis�es ξΓ(x) = 0 for x ∈ Γ and ξΓ(x) > 0 for x ∈ Q \ Γ.

Let ϕ be as in (ii) and t̃η be as in Proposition 5.4 (ii) (with k0 ≥ 2). For m ∈ N, we then de�ne

ϕm := ϕ+
1

m
t̃ηξΓ. (5.11)

As one can readily check (see (5.2)), we have that ϕm ∈ C(I;T 0
η (E)) for all m; furthermore, it is evident

that ϕm → ϕ in C(I;W 2,p(Q;Rn)) as m→∞.
Fix m > 0. We claim that ϕm ∈ C(I;T 0

ηk
(E)) for all k su�ciently large. Indeed, if this is not the

case then we can �nd a subsequence of {ηk}k (which we do not relabel) and contact points {(tk, xk)}k
with (tk, xk) ∈ Cηk such that either there exists {yk}k with xk 6= yk and ηk(tk, xk) = ηk(tk, yk)
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and ϕm(tk, xk) − ϕm(tk, yk) /∈ int T̂ηk(tk, xk) − int T̂ηk(tk, yk) or ηk(tk, xk) ∈ ∂Ω and ϕm(tk, xk) /∈
int T̂ηk(tk, xk).

Since that the approach for handling the latter case is comparable, we consider only the �rst case.
Eventually extracting a further subsequence (which again we do not relabel), we can �nd t ∈ I and
x, y ∈ ∂Q such that tk → t, xk → y, yk → y, x 6= y, and η(t, x) = η(t, y).

Recalling that ϕm ∈ C(I;T 0
η (E)), by (5.2) and Proposition 5.4 (ii), we can �nd two sets K1 and K2

such that
ϕm(t, x)− ϕm(t, y) ∈ K1 ⊂⊂ K2 ⊂⊂ int T̂η(t, x)− int T̂η(t, y).

In particular, Proposition 3.4, the regularity of η, and Lemma 3.5 imply that

ϕm(t′, x′)− ϕm(t′, y′) ∈ K2 ⊂⊂ int T̂η(t′, x′)− int T̂η(t′, y′) (5.12)

for every t′ near t, every x′ near x and every y′ near y. Since by assumption we have that ∇ηk → ∇η
uniformly on I ×Q, another application of Lemma 3.5 yields that

K2 ⊂ int T̂ηk(tk, xk)− int T̂ηk(tk, yk)

holds for all k su�ciently large, where K2 is given as in (5.12).
In turn, this implies that ϕm(tk, xk) − ϕm(tk, yk) ∈ int T̂ηk(tk, xk) − int T̂ηk(tk, yk), and we have

therefore reached a contradiction.
To prove the second part of the statement, let

ϕm := ϕ+
1

m
t̃ηξΓψJ ,

where ψJ is an opportunely de�ned smooth cut-o� function to ensure that ϕm ∈ C1
c (J ;L2(Q;Rn)). The

argument above can then be repeated with only straightforward changes. This concludes the proof. �

σk

ηk(Q)

v
σ

η(Q)

Figure 3. Approximate con�gurations and construction of a contact force without a
�xed sign for all potential movement directions, as described in Remark 5.6. Speci�cally,
moving the right hand solid in direction v is part of Tη(E) but not T 0

η (E).

Remark 5.6. Proposition 5.5 already gives us a hint as to why we need to consider the set T 0
η (E) instead

of Tη(E) in the weak inequality (2.1). As we construct solutions through approximations, we require some
notion of stability under convergence. To be precise, as the set of admissible test functions necessarily
depends on the deformation itself, when studying the convergence of approximate solutions, we can only
consider test functions that can be approximated by other test functions which are admissible along the
sequence of converging deformations.

The sets Tη(E) do not have this property. Or spoken in a more abstract way, {(η, b) : η ∈ E , b ∈ Tη(E)}
is not closed in any reasonable topology. To see this, consider a limit con�guration consisting of two
corners touching at their tips. This can arise as the limit of a sequence of con�gurations where the two
parts of the solid touch along their sides (see Figure 3). Even restricting to rigid motions of one of the
sides, it is clear that in the approximation there is a whole half-space of directions that cause overlap and
are thus not admissible. In contrast, for the limit con�guration, the only rigid motions in Tη(E) that are
excluded are those that directly cause the tip to enter into the other corner.3

The same issue also directly translates into a consideration about contact forces: As the approximations
have well-de�ned normals, we can have a clearly de�ned contact force for each of them. Assuming the
right scaling, this force can persist in the limit. Indeed, this is precisely the reason why we can only
assume that the �nal contact force has a direction in NQ(x) instead of the smaller set TQ(x)∗.

We note here that this does not mean that the set of test functions, nor the set of possible directions
for contact forces we choose are optimal. However, this proved to be good enough to obtain a satisfactory

3Note also that the resulting set Tη(E) is non-convex. As the weak inequality is linear in its test function, this here this
would allow to enlarge the set of test functions even further.
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existence theory and is likely the best that can be done using local characterizations. For example, for
this type of corners there are only two possible directions of contact forces, which are in fact determined
by the side of the overlap the approximation is coming from. Even for isolated corners, this argument is
di�cult to formalize, and still much harder to generalize to an arbitrary setting of Lipschitz boundaries.
In contrast, the approach we use is mostly based on a well-established theory and relies mainly on the
abstract minimization structure instead of a precise characterization of contact forces or admissible testing
directions. It is thus also much easier to generalize to other settings.

Remark 5.7. Formally, Tη(E) is the tangent cone to E in the space W 2,p(Q;Rn). One can then ask what

the corresponding regular tangent cone is, i.e. T̂η(E) := lim inf η̄→η,η̄∈E Tη̄(E). The space T 0
η (E) appears to

be a reasonable candidate, as Proposition 5.5 implies that T 0
η (E) ⊂ T̂η(E) and shows that T 0

η (E) behaves
similarly with respect to convergence. Conveniently, this would also formally identify the set of contact
forces with the corresponding convexi�ed normal cone.

We conjecture that this is indeed a characterization, i.e. T 0
η (E) = T̂η(E). It is not hard to convince

oneself that it is true in standard cases such as a smooth boundary, where both equal Tη(E), or for known

geometries by a direct contradiction: If without loss of generality ϕ ∈ Tη(E) with ϕ(x) /∈ T̂η(x) at contact
and the other side is not moving, then there is an approximation {xk}k of x for which ϕ(x) /∈ Tη(xk).
Constructing an approximation (ηk)k of η with contact at xk that results in collision when moving in the
direction ϕ(xk) ≈ ϕ(x) is then a simple exercise in the case of e.g. isolated corners.

For general Lipschitz boundaries, this proof strategy runs into technical issues. Nevertheless we were
not able to �nd a counterexample and thus leave this characterization as an open problem. In fact

our technique is compatible with using T̂η(E) in place of T 0
η (E), as we mainly rely its behavior under

convergence. However we believe that the explicit characterization that T 0
η (E) o�ers to be more valuable

in practice.

Remark 5.8. Figure 3 also illustrates why, due to the collisions, we cannot expect stability or even
uniqueness of the evolution. In the case of two corners colliding almost head on, with an arbitrary small
o�set, they will slide along each other on either side, resulting in two distant solutions with arbitrarily
close initial data. It the symmetric case of a head on collision on the other hand, no side is prefered, but
either seems energetically preferable to the symmetric solution, so this symmetry needs to be broken.

While we do not claim this as a rigorous proof, we use it to highlight that this question is non-trivial.
Internally, from the terms of the solid and their (pseudo-)monotone nature, one would expect them to
behave nicely. However as the above example shows, it is not possible to use this in a standard Gronwall-
argument. Indeed the contact force is stable under convergence of solutions, however as seen above it is
not stable under perturbations of the solution. A proper study of this issue, proving e.g. uniqueness of
solutions for all initial values except a small degenerate set like the head on collision above, would thus
be novel in itself and far exceed the scope of the current article.

6. Quasistatic evolution of viscoelastic solids with Lipschitz boundaries

In this section, we study the quasistatic counterpart of our problem. Besides being of independent
interest, this will also serve as a building block for the main result of this paper. We mainly follow the
strategy presented in [�GK24, Section 4], in combination with the results of the previous sections, in
order to treat the case of Lipschitz boundaries. Thus, we will only sketch the parts of the proof that
are identical to those in [�GK24] and focus more on the di�erences. In particular, a crucial step in
our analysis involves establishing an energy inequality. For this, we follow a di�erent approach than the
one in [�GK24], which allows us to work without an additional regularization (see Remark 6.4 below).
This has the advantage that, in contrast to [�GK24, Section 4], we do not need an additional set of
assumptions for the regularized problem.

The quasistatic problem in question is

DE(η) +D2R(η, ∂tη) = f. (6.1)

As a particular case, we obtain an existence theory for the parabolic equation

ρ
∂tη

h
+DE(η) +D2R(η, ∂tη) = f + ρ

ζ

h
, (6.2)

where ρ∂tηh can be thought of as derivative of an additional dissipation and ζ is a given function. Later in
Section 7 we will make the choice ζ(t) = ∂tη(t−h). Observe that combining these two newly introduced
terms yields the di�erence quotient

ρ
∂tη(t)− ∂tη(t− h)

h
.
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Weak solutions to (6.1) are de�ned as follows.

De�nition 6.1. Let h > 0, η0 ∈ E, and f ∈ L2((0, h);L2(Q;Rn)) be given. We say that

η ∈W 1,2((0, h);W 1,2(Q;Rn)) ∩ L∞((0, h); E) with E(η) ∈ L∞((0, h))

is a solution to (6.1) in (0, h) if η(0) = η0 and� h

0

DE(η(t))〈ϕ(t)〉+D2R(η(t), ∂tη(t))〈ϕ(t)〉 dt ≥
� h

0

〈f(t), ϕ(t)〉L2 dt (6.3)

holds for all ϕ ∈ C([0, h];T 0
η (E)),4 where T 0

η (E) is the cone de�ned in (5.2).

The existence of solutions to (6.1) is established in the following theorem.

Theorem 6.2. Let E satisfy (E.1)�(E.6), R satisfy (R.1), (R.2), (R.3q) as well as (R.4), and let h, η0,
and f be given as above. Then there exists a solution η to (6.1) in the sense of De�nition 6.1.

Proof. We adopt the strategy employed in the initial two steps of the proof of [�GK24, Theorem 4.3].
To facilitate the comparison and highlight the di�erences, we retain the same structure.
Step 1: Given M ∈ N, we set τ := h/M and decompose [0, h] into subintervals [kτ, (k+ 1)τ ] of length τ .
Moreover, for every 1 ≤ k ≤M we let

fk :=
1

τ

� kτ

(k−1)τ

f(t) dt ∈ L2(Q;Rn). (6.4)

We then de�ne ηk ∈ E recursively via

ηk ∈ arg min {Jk(η) : η ∈ E} , (6.5)

where
Jk(η) := E(η) + τR

(
ηk−1,

η−ηk−1

τ

)
− τ

〈
fk,

η−ηk−1

τ

〉
L2
. (6.6)

The existence of ηk as in (6.5) follows by a standard application of the direct method in the calculus
of variations. Observe that since Jk(ηk) ≤ Jk(ηk−1), expanding these inequalities and summing over
k = 1, . . . ,m, m ≤M , yields a uniform estimate in the form of

E(ηm) +

m∑

k=1

τR
(
ηk−1,

ηk−ηk−1

τ

)
≤ E(η0) + τ

m∑

k=1

〈
fk,

ηk−ηk−1

τ

〉
L2
. (6.7)

Next, for t ∈ [(k − 1)τ, kτ), we let

η
τ
(t) := ηk−1, ητ (t) := ηk, and ητ (t) :=

kτ − t
τ

ηk−1 +
t− (k − 1)τ

τ
ηk. (6.8)

Reasoning as in [�GK24, Theorem 4.3], (6.7) and the assumptions on E and R yield the existence of
a subsequence (which we do not relabel) and a limiting deformation η ∈ W 1,2((0, h);W 1,2(Q;Rn)) ∩
L∞((0, h); E) such that

η
τ

∗
⇀ η in L∞((0, h);W 2,p(Q;Rn)),

ητ
∗
⇀ η in L∞((0, h);W 2,p(Q;Rn)),

and
ητ ⇀ η in W 1,2((0, h);W 1,2(Q;Rn)). (6.9)

Step 2: A standard argument in the calculus of variations guarantees that each function ηk (see (6.5))
satis�es the Euler-Lagrange inequality

0 ≤ DJk(ηk)〈ϕ〉 (6.10)
for all ϕ ∈ T 0

ηk
(E). Summing up these inequalities and replacing all terms with their time-dependent

counterparts (see (6.8)), we obtain that

0 ≤
� h

0

DE(ητ (t))〈ϕ(t)〉+D2R(η
τ
(t), ∂tητ (t))〈ϕ(t)〉 − 〈fτ (t), ϕ(t)〉 dt (6.11)

for all ϕ ∈ L∞((0, h);W 2,p(Q;Rn)) with ϕ(t) ∈ T 0
ητ (t)(E) for L1-a.e. t ∈ (0, h). Therefore, in order

to conclude the proof, we are left to show that all terms in (6.11) converge to their formal limit. For
the last two, this is essentially a direct consequence of the weak convergence, together with (R.4) and

4Here we use L∞((0, h); E) as a shorthand for the space of functions in L∞((0, h);W 2,p(Q;Rn)) that belong to E for
a.e. t ∈ (0, h). Similarly, C([0, h];T 0

η (E)) denotes the subset of C([0, h];W 2,p(Q;Rn)) consisting of all functions with the
property that ϕ(t) ∈ T 0

η(t)
(E) for all t ∈ [0, h].
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Proposition 5.5 to ensure a strong approximation of test functions. We note here that in order to apply
Proposition 5.5, we need to show that ∇ητ → ∇η uniformly in I ×Q. This, in turn, can be obtained by
observing that, in view of the de�nition, η̄τ (t) = η̄τ (d tτ eτ) = ητ (d tτ eτ), and therefore

‖η̄τ (t)− η(t)‖C1,α ≤
∥∥ητ (d tτ eτ)− ητ (t)

∥∥
C1,α + ‖ητ (t)− η(t)‖C1,α .

Now, we have that the former term converges to 0 by uniform continuity of the ητ , while the latter term
converges to 0 uniformly by the convergence in C([0, h];C1,α(Q;Rn)) (which, up to the extraction of a
further subsequence, follows by an application of the Aubin-Lions lemma).

For the potential energy however, due to the lack of regularization, we have to deviate from [�GK24]
and use a Minty-type argument that in [�GK24] was only needed at a later stage. To this end, let
ψ ∈ C∞([0, h];C∞Γ (Q; [0, 1])) be given. Then, by (E.6) and Lebesgue's dominated convergence theorem
we see that

0 ≤ lim sup
τ→0

� h

0

[DE(ητ (t))−DE(η(t))]〈(ητ (t)− η(t))ψ(t)〉 dt

= lim sup
τ→0

� h

0

DE(ητ (t))〈(ητ (t)− η(t))ψ(t)〉 dt.

= lim sup
τ→0

� h

0

DE(ητ (t))〈ϕτ (t) + δτ t̃ητ (t)ψ(t)〉 dt, (6.12)

where
ϕτ := (ητ − η − δτ t̃ητ )ψ.

We recall here that t̃ητ is the uniformly interior vector �eld given by Proposition 5.4. Notice that δτ ∈ R
can be chosen in such a way that −ϕτ ∈ C([0, h];T 0

η (E)) and δτ → 0 as τ → 0. Observe that the
(approximate) Euler�Lagrange inequality (6.11) for −ϕτ can be rewritten as

� h

0

DE(ητ (t))〈ϕτ (t)〉 dt ≤
� h

0

−D2R(η
τ
(t), ∂tητ (t))〈ϕτ (t)〉+ 〈fτ (t), ϕτ (t)〉 dt. (6.13)

Eventually extracting a subsequence (which we do not relabel), we have that

ϕτ (t)→ 0 in W 1,2(Q;Rn) (6.14)

for L1-a.e. t. Moreover, since fτ → f in L2((0, h);L2(Q;Rn)), an application of Lebesgue's dominated
convergence theorem yields that � h

0

〈fτ (t), ϕτ (t)〉 dt→ 0 (6.15)

as τ → 0. Since {D2R(η
τ
(t), ∂tητ (t))}τ is bounded in (W 1,2)∗ uniformly in t (see (R.4)), by (6.14) we

have that � h

0

D2R(η
τ
(t), ∂tητ (t))〈ϕτ (t)〉 dt→ 0 (6.16)

as τ → 0. Combining (6.12) with (6.13), (6.15), and (6.16) we conclude that

lim sup
τ→0

� h

0

[DE(ητ (t))−DE(η(t))]〈(ητ (t)− η(t))ψ(t)〉 dt

≤ lim sup
τ→0

∣∣∣∣∣

� h

0

DE(ητ (t))〈δτ t̃ητ (t)ψ(t)〉 dt
∣∣∣∣∣

≤ lim sup
τ→0

� h

0

δτ‖DE(ητ (t))‖(W 2,p)∗‖t̃ητ (t)ψ(t)‖W 2,p dt = 0.

Since ψ is arbitrary, we must have that

lim sup
τ→0

[DE(ητ (t))−DE(η(t))]〈(ητ (t)− η(t))ψ(t)〉 ≤ 0

for a.e. t. Consequently, (E.6) implies that ητ (t) → η(t) in W 2,p(K;Rn) for all K compactly contained
in Q with dist(K,Γ) > 0 and for L1-a.e. t. Thus, we have shown that, by (E.5), DE(ητ (t))→ DE(η(t))
in (W 2,p(Q;Rn))∗. Since {DE(ητ (t))}τ is bounded in (W 2,p(Q;Rn))∗ uniformly in t, we claim that
this is enough to prove the existence of a solution. Indeed, let ϕ be as in De�nition 6.1, then using
Proposition 5.5 we can �nd ϕτ → ϕ that is admissible for the approximate Euler�Lagrange variational
inequality (see (6.11)) and we can then let τ → 0. �
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6.1. Energy inequality. We will derive the energy inequality using the previous construction and the
so called Moreau-Yosida approximation. This approach, which is commonly employed in minimizing
movements and can be traced back to De Giorgi, e�ectively circumvents any regularity issues associated
with test functions by relying solely on the metric properties of energy and dissipation. Given that we
will primarily utilize it with the time-delayed approximation, we will prove the energy inequality with the
respective terms from the inertia. Importantly, this proof is applicable even when ρ = 0, that is, in the
quasistatic case. Our approach draws inspiration from [AGS05, Sec. 3.1], although some modi�cations
are necessary to accommodate forces and delve deeper into the discussion of inertial terms. On the other
hand, the speci�c nature of our problem allows for certain simpli�cations, facilitating the analysis.

Theorem 6.3 (Energy inequality). The solutions constructed for equation (6.1) satisfy the energy in-
equality

E(η(s)) +

� s

0

2R(η(t), ∂tη(t)) dt ≤ E(η0) +

� s

0

〈f(t), ∂tη(t)〉L2 dt (6.17)

for all s ∈ [0, h]. Similarly, for the time-delayed equation (6.2), we have that

E(η(s)) +

� s

0

2R(η(t), ∂tη(t)) dt+
ρ

2h

� s

0

‖∂tη(t)‖2L2 dt

≤ E(η0) +
ρ

2h

� s

0

‖ζ(t)‖2L2 dt+

� s

0

〈f(t), ∂tη(t)〉L2 dt (6.18)

holds for all s ∈ [0, h].

Proof. Since the estimate in (6.17) is a special case of (6.18) with ρ = 0, it su�ces to prove the validity
of the latter inequality.

Fix τ and k ∈ {1, . . . ,M}. We de�ne the Moreau-Yosida approximation by considering the family of
functionals

Eθ(η; ηk−1) := E(η) + θR
(
ηk−1,

η−ηk−1

θ

)
+
θρ

2h

∥∥∥η−ηk−1

θ − ζk
∥∥∥

2

L2
− θ

〈
fk,

η−ηk−1

θ

〉
L2

for θ ∈ (0, τ ] as well as their minimizers:

ηθ ∈ arg min
η∈E

Eθ(η; ηk−1).

Here ζk is used to denote the time average of ζ over the interval [(k − 1)τ, kτ) (see (6.4)). Reasoning as
in the proof of Theorem 6.2, the existence of ηθ follows by an application of the direct method in the
calculus of variations.

What we now want to do, is to vary θ between 0 and τ . In particular, we want to consider the (at
the moment formal) equation

Eτ (ητ ; ηk−1)− lim
θ↘0

Eθ(ηθ; ηk−1) =

� τ

0

d

dθ
Eθ(ηθ; ηk−1) dθ. (6.19)

The reason for this is that, for θ = τ , without loss of generality we can identify ητ with ηk and get the
energy and part of the other terms we need, while on the other hand Eθ(ηθ; ηk−1) can be estimated by
E(ηk−1) for θ ↘ 0. Finally, the integral on the right hand side will give the missing terms.

Let us begin with the limit θ ↘ 0. Comparing the minimizer ηθ with the admissible competitor ηk−1,
we obtain that Eθ(ηk−1; ηk−1) ≥ Eθ(ηθ; ηk−1) and thus

E(ηk−1) +
θρ

2h
‖ζk‖2L2 ≥ Eθ(ηθ; ηk−1).

This in turn immediately implies that

lim sup
θ↘0

Eθ(ηθ; ηk−1) ≤ E(ηk−1). (6.20)

Expanding the right hand side further, we also have

E(ηk−1) +
θρ

2h
‖ζk‖2L2 ≥ E(ηθ) + θR

(
ηk−1,

ηθ−ηk−1

θ

)
+
θρ

2h

∥∥∥ηθ−ηk−1

θ − ζk
∥∥∥

2

L2
− θ

〈
fk,

ηθ−ηk−1

θ

〉
L2
.

Multiplying the previous inequality by θ, separating the dissipation-like terms of lower order, using
Korn's inequality (see (R.3)) and the 2-homogenity of R, we get that

KR ‖ηθ − ηk−1‖2W 1,2 ≤ R(ηk, ηθ − ηk−1) +
ρ

2h
‖ηθ − ηk−1‖2L2

≤ θ (E(ηk−1)− E(ηθ)) +
θρ

h
〈ηθ − ηk−1, ζk〉L2 + θ 〈fk, ηθ − ηk−1〉L2 −

θ2ρ

h
‖ζk‖2L2 .
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Now, the scalar products can be estimated using Young's inequality and, for θ < τ small enough, their
parts involving ηθ can be absorbed on the left hand side. Furthermore, recall that E is bounded from
below, that E(ηk) is uniformly bounded (see (6.7)), and notice that we can drop the last term because
of its sign. This then yields the uniform estimate

c ‖ηθ − ηk−1‖2W 1,2(Q) ≤ θ
(
E(ηk−1)− Emin +

ρ

2h
‖fk‖2L2 +

ρ

2h
‖ζk‖2L2

)
.

In particular, from this we infer that ηθ → ηk−1 for θ ↘ 0.
Next, we compute the derivative d

dθEθ(ηθ; ηk−1). For this, let θ1, θ2 ∈ (0, τ ] be given. Then a direct
calculation yields that

Eθ1(ηθ1 ; ηk−1)− Eθ2(ηθ2 ; ηk−1) ≤ Eθ1(ηθ2 ; ηk−1)− Eθ2(ηθ2 ; ηk−1)

= (θ1 − θ2)

[
− 1

θ1θ2

(
R(ηk−1, ηθ2 − ηk−1) +

ρ

2h
‖ηθ2 − ηk−1‖2L2

)
+

ρ

2h
‖ζk‖2L2

]
.

Similarly, we also get

Eθ1(ηθ1 ; ηk−1)− Eθ2(ηθ2 ; ηk−1) ≥ Eθ1(ηθ1 ; ηk−1)− Eθ2(ηθ1 ; ηk−1)

= (θ1 − θ2)

[
− 1

θ1θ2

(
R(ηk−1, ηθ1 − ηk−1) +

ρ

2h
‖ηθ1 − ηk−1‖2L2

)
+

ρ

2h
‖ζk‖2L2

]
.

Dividing by θ1 − θ2 then gives us an upper and a lower bound on the Lipschitz constant of θ 7→
Eθ(ηθ; ηk−1), which is uniform whenever θ1, θ2 > θ0 for a �xed θ0 > 0, thus proving that this map
is locally Lipschitz. Furthermore, sending θ1 → θ2 we get that

d

dθ
Eθ(ηθ; ηk−1) = − 1

θ2
R(ηk−1, ηθ − ηk−1)− 1

θ2

ρ

2h
‖ηθ − ηk−1‖2L2 +

ρ

2h
‖ζk‖2L2 (6.21)

holds for almost all θ ∈ (0, τ ].
Next, combining (6.19), (6.20), and (6.21) yields

E(ηk) + τR
(
ηk−1,

ηk−ηk−1

τ

)
+
τρ

2h

∥∥∥ηk−ηk−1

τ − ζk
∥∥∥

2

L2
− τ

〈
fk,

ηk−ηk−1

τ

〉
L2
− E(ηk−1)

≤ −
� τ

0

R
(
ηk−1,

ηθ−ηk−1

θ

)
+

ρ

2h

∥∥∥ηθ−ηk−1

θ

∥∥∥
2

L2
dθ + τ

ρ

2h
‖ζk‖2L2 .

After reordering, we end up with

E(ηk) +

� τ

0

R
(
ηk−1,

ηk−ηk−1

τ

)
+R

(
ηk−1,

ηθ−ηk−1

θ

)
dθ

+
ρ

2h

� τ

0

∥∥∥ηk−ηk−1

τ − ζk
∥∥∥

2

L2
+
∥∥∥ηθ−ηk−1

θ

∥∥∥
2

L2
dθ ≤ E(ηk−1) + τ

ρ

2h
‖ζk‖2L2 + τ

〈
fk,

ηk−ηk−1

τ

〉
L2
.

This telescopes into an estimate over all of [0, s] (where without loss of generality we can assume s to be
a multiple of τ), which, after dropping the term including ζk on the left hand side, can be rewritten as

E(ητ (s)) +

� s

0

R(η
τ
(t), ∂tητ (t)) +R(η

τ
(t), βτ (t)) dt+

ρ

2h

� s

0

‖βτ (t)‖2L2 dt

≤ E(η0) +
ρ

2h

� s

0

‖ζ(t)‖2L2 dt+

� s

0

〈f(t), ∂tητ (t)〉L2 dt (6.22)

where ητ , ητ , and ητ are de�ned as in (6.8) and βτ is the so called De Giorgi-interpolation, de�ned by

βτ (t) :=
ηθ − ηk−1

θ
where θ ∈ (0, τ ], t = τk + θ and ηθ is de�ned as above.

Now we send τ → 0 again. Then, as shown in the proof of Theorem 6.2, eventually extracting a
subsequence we have that the linear and a�ne approximations, as well as the time-derivative of the
a�ne approximation converge to η and ∂tη, respectively.

Next, we notice that (6.22) yields a uniform bound on βτ in L2((0, h);W 1,2(Q;Rn)). Therefore,
eventually extracting a further subsequence (which we do not relabel), we can assume that βτ converges
weakly to a limit β. The next step will be identifying the limit β with ∂tη.

For this we note that ηθ ful�lls an Euler-Lagrange inequality similar to that for ηk+1. Using the
previous de�nition this inequality reads as

DE(ητ )〈ϕ〉+D2R(η
τ
, βτ )〈ϕ〉+

ρ

h
〈βτ − ζτ , ϕ〉L2 ≥ ρ 〈f, ϕ〉L2
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for almost all t ∈ [0, h] and admissible test functions ϕ. We now integrate the previous inequality and
send τ → 0. The only non-trivial convergence here is that of the �rst term, which we have already dealt
with before. Then �nally we end up with� s

0

DE(η)〈ϕ〉+D2R (η, β) 〈ϕ〉+
ρ

h
〈β − ζ, ϕ〉L2 dt ≥

� s

0

ρ 〈f, ϕ〉L2 dt

for all admissible test functions. In particular this includes all compactly supported test functions. Thus,
for these test functions, subtracting from this the equation for the time-delayed solution (6.2) we get

� s

0

D2R (η, β) 〈ϕ〉 −D2R (η, ∂tη) 〈ϕ〉+
ρ

h
〈β − ∂tη, ϕ〉L2 dt = 0

which implies that β = ∂tη, since D2R(η, ·) is the derivative of a convex function and thus a monotone
operator.

Finally, with this at hand and in view of the lower-semicontinuity of the terms on the left hand side
of (6.22), we obtain the desired energy inequality. �

Remark 6.4 (Energy estimates in the presence of corners). The previous proof signi�cantly di�ers from
its �regular boundary� counterpart in [�GK24]. In that context, we derived a nearly identical estimate
by simply testing with −∂tη. This process relied on satisfying two distinct admissibility criteria.

The �rst requirement was having su�cient regularity of ∂tη, given that DE(η) is a distribution of order
−2 and that the bounds obtained from the dissipation R(η, ∂tη) only give control on the �rst derivative
of ∂tη. We achieved this by introducing an extra regularization term in the energy. The same strategy
could be applied in this scenario.

The other, more crucial requirement was that of ∂tη pointing in an admissible direction. This way,
we were able to test the variational inequality, yielding the correct sign for the energy inequality. An
equivalent approach would have been to test the equation involving the contact force with opportunely
de�ned test functions and showing in this way that the additional forcing term has the right sign. Indeed,
since the force always points in the interior normal direction and movement can never cause an overlap,
this was precisely the case in [�GK24].

However, for a less smooth boundary this approach no longer works that seamlessly, as evidenced
by the example given in Remark 5.6. There, we arrived at a contact force pointing in a direction not
blocked by any other solid, i.e. there can be evolutions of the solid where the two corners simply glide
past each other in either direction. Consequently, testing the contact measure with ∂tη can potentially
produce terms of either sign. This again is the same reason why we can only recover an inequality for
T 0
η (E) and not for the larger set Tη(E), as the above example would contradict the latter. Of course, it

is natural to conjecture that having such a passing solution would be incompatible with generating such
a force in the approximation. However, formalizing this argument is non-trivial and as we have shown,
this complication can be circumvented by a more abstract approach.

6.2. Existence of the contact force. Our goal now is to re�ne the inequality in (6.3) by recasting it
as an equation involving a contact force. To achieve this, we introduce the following de�nition.

De�nition 6.5 (Solution with a contact force). Let η0 ∈ E and f ∈ L2((0, h);L2(Q;Rn)) be given. We
say that the pair

η ∈W 1,2((0, h);W 1,2(Q;Rn)) ∩ L∞((0, h); E), σ ∈ L2
w∗((0, h);M(∂Q;Rn)),

where σ is a contact force for η (see De�nition 4.4), is a solution with a contact force to (6.1) if η(0) = η0

and � h

0

[DE(η(t)) +D2R(η(t), ∂tη(t))] 〈ϕ(t)〉 dt =

� h

0

〈σ(t), ϕ(t)〉 dt+

� h

0

〈f(t), ϕ(t)〉L2 dt (6.23)

for all ϕ ∈ C([0, h];W 2,p
Γ (Q;Rn)).

The existence of solutions with a contact force for problem (6.1) is established in the following theorem.

Theorem 6.6. Under the assumptions of Theorem 6.2, there exists a solution with a contact force to
(6.1). Moreover, the solution satis�es the energy inequality

E(η(t)) + 2

� t

0

R(η(s), ∂tη(s)) ds ≤ E(η(0)) +

� t

0

〈f(s), ∂tη(s)〉 ds
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for t ∈ [0, h] and the estimate� h

0

‖σ(t)‖2M(∂Q;Rn)dt ≤ C0

(
h+ ‖∂tη‖2L2((0,h);W 1,2(Q)) + ‖f‖2L2((0,h)×Q)

)
, (6.24)

where C0 is a constant that depends only on E(η0).

Proof. Here we continue to use the notation introduced in the proof of Theorem 6.2. In particular, we
recall that ηk (see (6.5)) is a minimizer for Jk (see (6.6)). We divide the proof into a several steps.
Step 1 (Lagrange multiplier is a measure): In this �rst step we use the argument described in [Pal18,
Theorem 3.1] to show that there is a contact force for ηk, namely σk ∈M(∂Q;Rn), such that

DJk(ηk)〈ϕ〉 − 〈σk, ϕ〉 = 0 (6.25)

for all ϕ ∈W 2,p
Γ (Q;Rn). We begin by letting

M−ηk := {(`, w) ∈ R× C(∂Q;Rn) : ` ≤ 0 and w(x) ∈ int T̂ηk(x) ∀x ∈ Cηk},
M+
ηk

:= {(`, w) ∈ R× C(∂Q;Rn) : ∃ϕ ∈ Awηk s.t. DJk(ηk)〈ϕ〉 ≤ `},
where for w ∈ C(∂Q;Rn)

Awηk := {ϕ ∈W 2,p
Γ (Q;Rn) : ϕ(x)− ϕ(y)− w(x) + w(y) ∈ int T̂ηk(x)− int T̂ηk(y)

if ηk(x) = ηk(y) with x 6= y, and ϕ(x)− w(x) ∈ int T̂ηk(x) if ηk(x) ∈ ∂Ω}.
As one can readily check, the sets M+

ηk
and M−ηk are convex as a consequence of the convexity of the

regular tangent cones. Moreover, M−ηk 6= ∅ by Proposition 5.4 (i) and has nonempty interior in view of
Proposition 3.4.

Next, we claim that M+
ηk
∩ intM−ηk = ∅. Indeed, notice that if (`, w) ∈ intM−ηk then Awηk ⊂ T 0

η (E), and
therefore (see (6.10)) we have that

DJk(ηk)〈ϕ〉 ≥ 0 > `.

This shows that (`, w) /∈ M+
ηk
, thus proving the claim. Therefore, by the Hahn-Banach theorem there

exists a separating hyperplane, that is, a pair (0, 0) 6= (λ0, σ0) ∈ R×M(∂Q;Rn) such that

λ0`+ 〈σ0, w〉 ≥ 0, for all (`, w) ∈M−ηk ,
λ0`+ 〈σ0, w〉 ≤ 0, for all (`, w) ∈M+

ηk
.

Notice that if w ∈ C(∂Q;Rn) is such that Cηk ∩ suppw = ∅, then (0, w) ∈ M+
ηk
∩M−ηk and therefore

〈σ0, w〉 = 0. This shows suppσ0 ⊂ Cηk . Thus, by Lemma 4.5 we have that σ0 is a contact force for ηk.
Let ξΓ be given as in Proposition 5.5 and notice that (2DJk(ηk)〈t̃ηkξΓ〉, t̃ηkξΓ) ∈M+

ηk
by the de�nition

of M+
ηk
. Therefore

λ02DJk(ηk)〈t̃ηkξΓ〉+ 〈σ0, t̃ηkξΓ〉 ≤ 0. (6.26)
From this we see that λ0 < 0. Indeed, since λ0 = 0 implies σ0 6= 0 (by the Hahn-Banach theorem)
and since 〈σ0, t̃ηkξΓ〉 > 0 in view of the fact that t̃ηk is a uniformly interior �eld, then necessarily we
must have that λ0 6= 0. On the other hand, if λ0 > 0 then by taking ` > max(0, 2DJk(ηk)〈t̃ηkξΓ〉)
we get that (`, t̃ηkξΓ) ∈ M+

ηk
. However, in this case we readily reach a contradiction by noticing that

λ0`+ 〈σ0, t̃ηkξΓ〉 > 0.
Finally, set σk := −σ0/λ0. Then σk is a contact force for ηk and a simple computation shows that

equation (6.25) is satis�ed.
Step 2 (bound on the measure): For σk as above, let στ be de�ned via

στ (t) := σk, t ∈ [τ(k − 1), τk). (6.27)

By the assumptions on η0|Γ and the local injectivity of η, we can pick a compact subset K ⊂ ∂Q such
that η(t)|∂Q\K is always injective. Then by the action-reaction principle, estimating ‖σk‖M(K;Rn) is
enough to estimate ‖σk‖M(∂Q;Rn). Wlog. we can choose ξΓ from before such that ξΓ(x) = 1 for all
x ∈ K. Let us use ξΓt̃ηk with t̃ηk ∈ C2(Q;Rn) from Proposition 5.4 (i) as a test function. This gives us
(as dσk = gk d|σk|, see De�nition 4.4), denoting α := sinϑ from De�nition 5.3,

−DJk(ηk)〈ξΓt̃ηk〉 = 〈σk, ξΓt̃ηk〉 =

�
∂Q

ξΓt̃ηk · gkd|σk| ≥ α
�
K

|t̃ηk ||gk|d|σk| = α‖σk‖M(K;Rn). (6.28)

Thus

‖σk‖M(∂Q;Rn) ≤ −
2

α

(
DE(ηk)〈t̃ηk〉+DR

(
ηk−1,

ηk − ηk−1

τ

)
〈t̃ηk〉 − 〈fk, t̃ηk〉

)
(6.29)
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Multiplying this by ψ ∈ C([0, h];R+) and integrating over t ∈ (0, h)

� h

0

‖στ (t)‖M(∂Q;Rn)ψ(t)dt

≤ − 2

α

� h

0

(
DE(ητ (t))〈t̃ητ (t)〉+DR

(
η
τ
(t), ∂tητ (t)

)
〈t̃ητ (t)〉 − 〈fτ (t), t̃ητ (t)〉

)
ψ(t) dt.

Let us estimate all terms on the right hand side. First,
∣∣∣∣∣

� h

0

DE(ητ (t))〈t̃ητ (t)〉ψ(t) dt

∣∣∣∣∣ ≤ ‖DE(ητ )‖L∞((W 2,p)∗)‖t̃ητ ‖L∞(W 2,p)

√
h‖ψ‖L2((0,h)) (6.30)

and by the energy inequality Theorem 6.3 and by (E.5), we have ‖DE(ητ )‖L∞((W 2,p)∗) bounded by a
constant CE0

depending only on E0. Next, using (2.3) we get
∣∣∣∣∣

� h

0

DR
(
η
τ
(t), ∂tητ (t)

)
〈t̃ητ (t)〉ψ(t) dt

∣∣∣∣∣ ≤
� h

0

CE0‖∂tητ (t)‖W 1,2‖t̃ητ (t)‖W 1,2ψ(t) dt (6.31)

≤ CE0
‖∂tητ‖L2(W 1,2)‖t̃ητ ‖L∞(W 1,2)‖ψ‖L2((0,h)) (6.32)

and �nally � h

0

−〈fτ (t), t̃ητ (t)〉ψ(t) dt ≤ ‖f‖L2(L2)‖t̃ητ ‖L∞(L2)‖ψ‖L2((0,h)). (6.33)

So altogether, given that by Proposition 5.4 (i) t̃ητ is bounded in all the norms above by a constant, that
� h

0

‖στ (t)‖M(∂Q;Rn)ψ(t)dt ≤ 1

α
CE0(

√
h+ ‖∂tητ‖L2(W 1,2) + ‖f‖L2(L2))‖ψ‖L2((0,h)) (6.34)

Taking a supremum over ψ such that ‖ψ‖L2((0,h)) ≤ 1 yields

‖στ‖L2((0,h);M(∂Q;Rn)) ≤
1

α
CE0(

√
h+ ‖∂tητ‖L2((0,h);W 1,2(Q)) + ‖f‖L2((0,h)×Q)). (6.35)

Hence, we have proved that στ ∈ L2((0, h);M(∂Q;Rn)) and moreover the bound is independent of τ ,
since by Theorem 6.3 ‖∂tητ‖L2((0,h);W 1,2(Q)) is bounded independently of τ .

Step 3 (passing to the limit): We have from Step 1 that
� h

0

DE(ητ )〈ϕ〉+DR(η
τ
, ∂tητ )〈ϕ〉 − 〈στ , ϕ〉 dt =

� h

0

〈fτ , ϕ〉 dt, ϕ ∈W 2,p
Γ (Q;Rn).

By the estimate (6.35), using the compactness of contact forces from Theorem 4.6 we have that for a
subsequence of τ → 0 (which we do not relabel) we have

στ
∗
⇀ σ in M([0, h]× ∂Q),

where σ is a contact force for η. Moreover it satis�es the equation (passage to the limit in all of the
other terms has already been established in the proof of Theorem 6.2)

� h

0

DE(η)〈ϕ〉+DR(η, ∂tη)〈ϕ〉 − 〈σ, ϕ〉 dt =

� h

0

〈f, ϕ〉 dt

by a density argument for all ϕ ∈ C([0, h];W 2,p
Γ (Q;Rn)). Moreover by (6.35) and Lemma 4.7 we have

also σ ∈ L2
w∗((0, h);M(∂Q;Rn)) with the same estimate as (6.35), that is

‖σ‖L2
w∗ ((0,h);M(∂Q;Rn)) ≤

1

α
CE0

(√
h+ ‖∂tη‖L2((0,h);W 1,2(Q)) + ‖f‖L2((0,h)×Q)

)
,

�nishing the proof. �

7. Proof of the main result

In this section, we adapt the several steps in the proof of Theorem 2.4 in [�GK24, Section 5] to our
more general situation. Thus, we will again only sketch the arguments that are identical in the case of
regular boundaries and mainly focus on the di�erences. To make the comparison easier, we keep the
same structure.
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Proof of Theorem 2.2. Step 1: Recall that by using a di�erent approach for the energy inequality, we
were able to obtain the results of the previous section without relying on additional regularization terms.
Therefore, in the current framework, there is no need to regularize the initial data. We can thus skip
this step.
Step 2: For �xed h, on each interval [lh, (l + 1)h], for l ∈ N, we now iteratively apply Theorem 6.2 with

R̃(h)(η, b) := R(η, b) +
ρ

2h
‖b‖2L2 and f̃(t) := f(t) +

ρ

h
∂tη(t− h) (7.1)

in place of R and f . Here we implicitly set ∂tη(t) := η∗ for t ≤ 0.
Note that on each interval, the energy inequality for the previous interval gives us a control on ∂tη

which guarantees that f̃ is well de�ned in the next interval. It is immediate to see that if R is given as
in (R.3), then R̃(h) satis�es (R.3q); in particular, this implies that all the assumptions of Theorem 6.2
are satis�ed for all l.

Next, we observe that the piecewise constant function de�ned on the entire interval [0, T ] obtained by
gluing the solutions on the sub-intervals [lh, (l + 1)h], namely η(h), is a weak solution to

ρ
∂tη

(h)(t)− ∂tη(h)(t− h)

h
+DE(η(h)(t)) +D2R(η(h)(t), ∂tη

(h)(t)) = f(t), (7.2)

for each h > 0.
Step 3: A closer look at the energy inequalities (see Theorem 6.3) for each interval [lh, (l + 1)h] reveals
that the terms for kinetic and potential energy on each side of the equation cancel when summed up. In
turn, we �nd that

E(η(h)(s)) +

 s

s−h

ρ

2

∥∥∥∂tη(h)(t)
∥∥∥

2

L2
dt+

� s

0

2R(η(h)(t), ∂tη
(h)(t)) dt

≤ E(η0) +
ρ

2
‖η∗‖2L2 +

� s

0

〈
f(t), ∂tη

(h)(t)
〉
L2

dt (7.3)

holds for all s ∈ [0, T ]. From this, but also using the properties of E and R, one easily derives uniform
bounds (with respect to h) for

η(h) ∈ L∞((0, T );W 2,p(Q;Rn)) and ∂tη
(h) ∈ L2((0, T );W 1,2(Q;Rn)). (7.4)

In particular, this implies the existence of a limit deformation η and a subsequence such that

η(h) ∗⇀ η in L∞((0, T );W 2,p(Q;Rn)),

η(h) ⇀ η in W 1,2((0, T );W 1,2(Q;Rn)).
(7.5)

Step 4: This step is dedicated to improving the convergences in (7.5). This is necessary in order to pass
to the limit as h→ 0 in the term that contains DE(η(h)) in the weak formulation for (7.2). To this end,
we �rst consider the auxiliary function

b(h)(t) :=

 t+h

t

∂tη
(h)(s) ds.

From the bounds on ∂tη(h) we quickly derive that b(h) ∈ L2((0, T );W 1,2(Q;Rn)). Additionally, noting
that using (7.2) we have that

∂tb
(h)(·) =

∂tη
(h)(·+ h)− ∂tη(h)(·)

h
∈
(
L2((0, T );W 2,p

0 (Q;Rn))
)∗

(7.6)

admits a uniform bound, we can use the Aubin-Lions theorem to prove that b(h) converges strongly
(eventually extracting a further subsequence) in L2((0, T )×Q;Rn) and we can further identify its limit
with ∂tη.

Now note that using our de�nitions for R̃(h) and f̃ , the solution η(h) satis�es
� T

0

DE(η(h)(t))〈ϕ(t)〉+D2R(η(h)(t), ∂tη
(h)(t))〈ϕ(t)〉 dt− ρ〈η∗, ϕ(0)〉L2

+

� T

0

ρ
〈
∂tη

(h)(t)−∂tη(h)(t−h)
h , ϕ(t)

〉
L2

dt =

�
[0,T ]×∂Q

ϕ(t, x) · dσ(t, x) +

� T

0

〈f(t), ϕ(t)〉L2 dt (7.7)

for all ϕ ∈ C([0, T ];W 2,p
Γ (Q;Rn)).

Now let t̃η(h) be given as in Proposition 5.4, ξΓ ∈ C∞(Q; [0, 1]) be a cuto� that satis�es ξΓ(x) = 0 for
x ∈ Γ and ξΓ(x) > 0 for x ∈ Q \ Γ, and let ψ ∈ L∞((0, T )). We then use ξΓt̃η(h)ψ as a test function in
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(7.7). The rest of this step then proceeds precisely as in [�GK24] and we will thus only highlight some
of the details.

Note that t̃η(h) ∈ L∞((0, T );C2(Q;Rn)). From this we obtain

� T

0

‖σ(h)(t)‖M(∂Q;Rn)ψ(t)dt ≤ 1

α

� T

0

{[
DE(η(h)(t)) +D2R(η(h)(t), ∂tη

(h)(t))
]
〈ξΓt̃η(h)(t)〉

+ ρ
〈
∂tη

(h)(t)−∂tη(h)(t−h)
h , ξΓt̃η(h)(t)

〉
L2
− 〈f(t), ξΓt̃η(h)(t)〉L2

}
ψ(t) dt. (7.8)

Taking ψ = 1, we can then proceed exactly as in the corresponding step of Theorem 2.4 in [�GK24] and
estimate all the terms on the right-hand side of (7.8). We recall here that the di�erence quotient used
to approximate the inertial term can be rewritten as

� T

0

ρ
〈
∂tη

(h)(t)−∂tη(h)(t−h)
h , ξΓt̃η(h)(t)

〉
L2
dt =

� T−h

0

ρ

〈
∂tη

(h)(t), ξΓ
t̃
η(h)

(t)−t̃
η(h)

(t+h)

h

〉

L2

dt

+

� T

T−h

ρ

h
〈∂tη(h)(t), ξΓt̃η(h)(t)〉L2 dt−

� h

0

ρ

h
〈∂tη(h)(t− h), ξΓt̃η(h)(t)〉L2 dt, (7.9)

and that the �rst term on the right-hand is controlled by the bounds on ∂tt̃η(h) obtained in Proposition 5.4.
Together with the other estimates, this implies that σ(h) ∈ L1

w∗((0, T );M(∂Q;Rn)). Consequently,
Theorem 4.6 guarantees the existence of a subsequence (which we do not relabel) such that σ(h) ∗⇀ σ in
M([0, T ]×∂Q;Rn), where σ ∈M([0, T ]×∂Q;Rn) is a contact force for η and satis�es the action-reaction
principle.

Next we consider the case where ψ is the characteristic function of a small interval [t0, t0 +δ]. Observe
that t̃η(h) can be constructed in such a way that it is piecewise constant in time and that with this choice,
reasoning as in (7.9), we have that

� t0+δ

t0

ρ
〈
∂tη

(h)(t)−∂tη(h)(t−h)
h , ξΓt̃η(h)(t)

〉
L2
dt

=

 t0+δ

t0+δ−h
ρ
〈
∂tη

(h)(t), ξΓt̃η(h)(t)
〉
L2
dt−

 t0

t0−h
ρ
〈
∂tη

(h)(t), ξΓt̃η(h)(t)
〉
L2
dt

which can easily be bounded uniformly by the energy-inequality and in fact arbitrarily small, by limiting
the support of t̃η(h) to a smaller neighborhood of ∂Q. Together with the fact that the estimates of the
other terms depend on ‖ψ‖L2 and thus vanish when δ → 0, this implies the absence of any concentrations
in time. Again, we refer the reader to [�GK24] for more details, as the proof of these estimates is
unchanged.
Step 5: With this in hand, using (E.6), we can conclude that

0 ≤ lim inf
h→0

� T

0

[DE(η(h))−DE(η)]〈(η(h) − η)ψ〉 dt

for all ψ ∈ C∞Γ (Q; [0, 1]). Again, as in Theorem 6.2, we do not need to deal with the regularization,
making this argument more straightforward when compared to our proof in [�GK24]. The only additional
term we get after integrating by parts is

− lim inf
h→0

� T

0

〈
∂tη

(h)(·+h)−∂tη(h)(·)
h , ψ(η(h) − η)

〉
L2
dt = lim inf

h→0

� T

0

〈
b(h), ψ∂t(η

(h) − η)
〉
L2

dt,

which converges to zero. Moreover, we have that ∂tη(h) ⇀ ∂tη and b(h) → ∂tη, respectively, in L2((0, T )×
Q;Rn). Combining these facts with (E.6) we then conclude that η(h)(t) → η(t) in W 2,p(K;Rn) for all
K compactly contained in Q with dist(K,Γ) > 0 and for almost all t ∈ [0, T ].
Step 6: The previously shown convergences now allow us to pass to the limit with all terms in the
equation, including the one involving the contact force. This readily implies the existence of a solution
to the full problem with a contact force and therefore completes the proof. �
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STABILITY AND CONVERGENCE OF IN TIME APPROXIMATIONS OF

HYPERBOLIC ELASTODYNAMICS VIA STEPWISE MINIMIZATION

ANTONÍN ČEŠÍK AND SEBASTIAN SCHWARZACHER

Abstract. We study step-wise time approximations of non-linear hyperbolic initial value prob-
lems. The technique used here is a generalization of the minimizing movements method, using
two time-scales: one for velocity, the other (potentially much larger) for acceleration. The main
applications are from elastodynamics namely so-called generalized solids, undergoing large de-
formations. The evolution follows an underlying variational structure exploited by step-wise
minimisation. We show for a large family of (elastic) energies that the introduced scheme is
stable; allowing for non-linearities of highest order. If the highest order can assumed to be
linear, we show that the limit solutions are regular and that the minimizing movements scheme
converges with optimal linear rate. Thus this work extends numerical time-step minimization
methods to the realm of hyperbolic problems.

1. Introduction

We study step-wise time approximations of hyperbolic non-linear initial value problems. For
this we consider Q ⊂ Rn a bounded Lipschitz domain and a time interval [0, T ]. The partial
differential equations considered here are of the form

∂ttη(t, x) +DE(η(t, x)) = f(t, x) for (t, x) ∈ [0, T ]×Q
η(0, x) = η0(x), ∂tη(0, x) = η∗(x) for x ∈ Q (1.1)

where E is some energy functional, DE its (Fréchet) derivative, η0, η∗ given initial conditions
and f a given right hand side. We supplement the problem with prescribed boundary values.
Our motivational example are the dynamics of largely deforming elastic solids. Therefore one
critical challenge of this paper is to allow for elastic energies that include negative powers of
the Jacobian (see (1.2)). This means the energies can be non-convex and be defined over a
non-convex state space (as for example the space of vector fields with positive Jacobians a.e.).

In the case of a convex state space, implicit Euler or variational schemes have been studied
exhaustively, see for instance [FD97, CD04, DSET01, Pro08, HP10]. Further in situations where
additionally the energy is assumed to be convex, more approaches are applicable, see for instance
the classical works [Kač86, Pul84]. Note that none of the above literature is applicable for
largely deforming solid evolutions. In particular, none treats non-convex state spaces. Actually,
it seems that the case of a hyperbolic PDE describing largely deforming solid evolutions has not
been treated before. There are so far only numeric results for the quasi-static and visco-elastic
case [BGN10, RT21].

We follow the scheme developed in [BKS23b] where via step-wise minimization a second order
in time evolution was approximated. The heart of the method was to use two different time
scales – the velocity scale τ and the (potentially much larger) acceleration scale h. Accordingly,
∂ttη is approximated as

∂ttη(t) ≈
η(t)−η(t−τ)

τ − η(t−h)−η(t−h−τ)
τ

h
.

In [BKS23b] the fact was exploited that for a fixed acceleration scale a gradient flow structure
can be used naturally on the length scale of h. This opened the door to use variational strategies
for hyperbolic evolutions.

In this paper we wish to investigate the potential of the method for numerical
discrete-in-time approximations.

We consider this question worthy since step-wise minimisation is a rather well established
approximation strategy for gradient flows ever since the seminal works of DeGiorgi [DG93]. It

Key words and phrases. Minimizing movements, Hyperbolic evolutions, Time-discretisation, Elastodynamics,
Solids with large deformations, MSC2020 classes: 65M12, 74H15, 74H80, 74B20, 74H55, 74H30.
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2 ANTONÍN ČEŠÍK AND SEBASTIAN SCHWARZACHER

has been used widely both for analysis and numerics. See [Kru98, May00, BGN10, BK11, GO13,
LO16, RSS17, MR20, RT21] and the references therein for some examples of applications, but
there are many more.

In this work we analyse the potential of step-minimisation for numerics of hyperbolic problems,
by providing respective stability and convergence results.

The main motivating application are hyperbolic evolutions for elastic solids that may deform
largely [BKS23b, Chapter 3]. A typical example for the elastic energy (see [Bal76, Dac07]) is

E1(η) :=





�
Q

1

8

(
C(∇ηT∇η − I)

)
·
(
∇ηT∇η − I

)
+

1

(det∇η)a
dx, for η, det∇η > 0 a.e. in Q

+∞ otherwise.

(1.2)
Here C is a positive definite tensor of elastic constants and a a given exponent. In E1 the first
term corresponds to the Saint Venant-Kirchhoff energy, the second models the resistance of the
solids to infinite compression.

It is the non-convexity of the state space (not of the functional) that precludes using other
approaches such as fixed point methods; but a minimizer can still be found [Bal76, Dac07].
Observe that this non-convexity stems from the physical requirement that compressing a bulk
solid into zero volume requires infinite energy.1 Hence, this example is a strong motivation for
the utility and potential necessity of variational schemes.

Although largely deforming elastic solids are our main motivation, the scheme has the poten-
tial to be used in other possibly more complicated scenarios. These include fluid-structure inter-
action scenarios [BKS23b], [BKS23a], [KSS23], (elasto-)plastic motions [MR06, MR16, MRS17,
RSS17], also handling damage [MR06] or temperature [MR20, BFK23]. For that reason we
additionally provide abstract assumptions for stability and convergence.

The setting also includes the case of ordinary differential equations in Rn. In this setting
the results are illustrated with some numerical experiments highlighting the effects of the two
time-scales on the approximation and the sharpness of our respective estimates; see Section 4.

The current state of the art in the analysis for evolutionary large of deformation solids con-
ventionally assumes the elastic energy to also depend on higher order derivatives. Such solids
are known as hyperelastic solids [Ngu00, HK09, Dog00, KR19] and conventionally add to E1

a second functional E2 : W 2,q(Q) → [0,∞] or E2 : W k0,p(Q) → [0,∞] which is typically of the
form

E2(η) =

�
Q

(1 +
∣∣∇2η

∣∣)q−2
∣∣∇2η

∣∣2 dx or (1.3)

E2(η) =

�
Q

∣∣∣∇k0η
∣∣∣
2
dx. (1.4)

For the latter one DE2 is a linear operator.
In this paper we provide stability and convergence results for the variationally constructed

two-scale time-discrete solutions.
All results demonstrated here are valid for arbitrary choices of τ and h, provided they are

sufficiently small in relation to the non-convexity. This might seem surprising with regard
to the fact that in the analytic results [BKS23b] using the hyperbolic variational scheme the
independent limit passage of τ → 0 and subsequently h → 0 is essential. This is one of the
reasons we believe the estimates demonstrated here to be relevant for pure analytic applications
independently from its value for numerics, see also Section 1.

Note also that all the presented results presume the absence of (self-)collisions. Collisions
in (visco-)elastodynamics have been analytically treated in [ČGK24], where it is demonstrated
that the collision produces a Lagrange multiplier as a surface measure. We consider treating
collisions in the case of fully time-discrete scheme to be of interest, but leave it to a future work.

We include here the main results for the model case presented above and τ = h. The general
results for arbitrary τ and h and for general assumptions onDE(η) can be found in Theorem 2.27,
Theorem 3.8 and Theorem 3.5.

1To see this, consider the following two deformations: identity and rotation by 180 degrees. They both have
finite energy, but their convex combination is a singular matrix, and thus of infinite energy. Therefore the state
space is necessarily non-convex.
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Our main stability theorem deals with the approximation (2.17), which includes a dissipation
term (vanishing in the limit τ → 0). The dissipation term stabilizes the scheme so that there is
no increase in energy with time. One may see this term as an artificial viscosity of order τ .

Theorem 1.1 (Stability for the scheme with artificial viscosity). Let E(η) = E1(η) + E2(η),
where E1 is given by (1.2) and E2 by (1.3) or (1.4) satisfying q > n or k0 > n/2 + 1. Let ηk be
the variational approximation obtained by step-wise minimization

ηk = arg min
η∈E

τ2

2

∥∥∥∥∥
η−ηk−1

τ − ηk−1−ηk−2

τ

τ

∥∥∥∥∥

2

L2

+ E(η) +
cτ2

2

∥∥∥∥∇
ηk − ηk−1

τ

∥∥∥∥
2

L2

− 〈fk, η〉L2 , (1.5)

where E is defined in (2.4) and c > 0. Then there exists a τ0 > 0 and a c0 > 0 depending on the
assumptions on E, the initial data and the right hand side, such that for all 0 < τ ≤ τ0 and for
c ≥ c0, the stability estimate

E(ηk) +
1

2

∥∥∥∥
ηk − ηk−1

τ

∥∥∥∥
2

L2

≤
(
E(η0) +

1

2
‖η∗‖2L2 +

1

2
‖f‖2L2((0,T );L2)

)
,

is satisfied whenever the right hand side is finite and (ηk)k=1,...,bT/τc does not reach a collision.

Next we show that (given uniform convexity of the leading term, which is the case for both
(1.3) and (1.4)) one obtains an energy estimate also for the direct approach, meaning without
the extra dissipation term. In this case energy can increase in time, even in the case f = 0,
however note that the increase is controlled by (1 + 4Cτ2k) ≤ (1 + 4CτT ) → 1 with τ → 0.
Though this stability estimate is weaker than the previous one, we include it as it is of possible
interest due to the easier implementation of this scheme.

Theorem 1.2 (Stability of the direct approach). Let E be as above and moreover E2 be uni-
formly convex. Let ηk be the variational approximation obtained by step-wise minimization

ηk = arg min
η∈E

τ2

2

∥∥∥∥∥
η−ηk−1

τ − ηk−1−ηk−2

τ

τ

∥∥∥∥∥

2

L2

+ E(η)− 〈fk, η〉L2 , (1.6)

where E is defined in (2.4). Then there exists a τ0 > 0 depending on the initial data and the
right hand side, such that for all 0 < τ ≤ τ0, the stability estimate

E(ηk) +
1

2

∥∥∥∥
ηk − ηk−1

τ

∥∥∥∥
2

L2

≤
(
E(η0) +

1

2
‖η∗‖2L2 +

1

2
‖f‖2L2((0,T );L2)

)
(1 + 4Cτ2k),

is satisfied whenever the right hand side is finite and (ηk)k=1,...,bT/τc does not reach a collision.
The constant C depends on the given data only.

In the case of a linear higher order term (i.e. corresponding to the case (1.4)) we prove
that solutions are unique and hence the scheme converges (for arbitrary initial data). If the
initial data is smooth we deduce that the scheme converges with a linear rate (note that in the
statement below, both sides of the inequality are squared). This result is valid for both schemes,
the direct approach as well as the approach with artificial viscosity.

Theorem 1.3 (Convergence rate). Let E(η) = E1(η) + E2(η), where E1 is given by (1.2)
and E2 by (1.4) satisfying q > n or k0 > n/2 + 1. Let further η be the solution of (1.1)
with boundary values (2.10), (2.11). We denote the error ek = ηk − η(τk), where ηk is the
variational approximation obtained by step-wise minimization defined by (1.5) or (1.6). There
exist constants C1, C and τ0 > 0 depending on the given data, such that for all 0 < τ ≤ τ0 the
following convergence rate estimate holds

1

2

∥∥∥∇k0ek
∥∥∥

2

L2
+

1

2

∥∥∥∥
ek − ek−1

τ

∥∥∥∥
2

L2

≤ τ2CTeC1kτ ,

whenever the data has the following higher regularity

η0, η∗ ∈W 3k0,2(Q), f ∈W 2,2((0, T );L2(Q)).

Please observe that the rate shown here is the same as is known to be optimal in the case
of parabolic evolutions with convex energies. Nevertheless we include some simple numerical
experiment in Section 4 that shows the optimality of the rates shown here. In particular this
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simple example shows already that choosing τ = h seems to be the optimal choice in general,
which is in accordance with the estimates in Theorem 3.8.

To close the estimate we show higher regularity for the W k0,2-case (1.4), see Theorem 3.5 for
the full statement.

Theorem 1.4 (Regularity). Under precisely the same assumptions as in Theorem 1.3, we find

∂tη ∈ L∞((0, T );W 2k0,2
loc (Q)), ∂ttη ∈ L∞((0, T );W k0,2(Q)), ∂tttη ∈ L∞((0, T );L2(Q))

and ∆k0∂tη ∈ L∞((0, T );L2(Q)), with natural bounds.

We note here that the difference of the hyperbolic to the parabolic case is that more regularity
for the initial state and external forcing has to be assumed, as no smoothing effect over time is
available.

In conclusion, the variational time-discrete approximation possesses very strong properties
regarding the question of stability and convergence. Indeed, for a family of non-convex and non-
linear settings, which are in some sense of lower order, the respective hyperbolic evolution has
the same stability and/or convergence properties as in the convex and/or linear case, provided
the term of leading order is convex and/or linear.

Remark (Evolutions with dissipation potential). The stability and the convergence estimate
are both valid in the presence of dissipation under rather general assumptions, which can be
checked easily using the methods introduced in this paper. We decided to put our focus on pure
hyperbolic motions here, since even so hyperbolic motions are physically very relevant, much
less analysis is available in that regime. Indeed, surveying the state of the art in elastodynamics
including large deformation shows that in most analytic results a dissipation potential for the
elastic deformation is assumed. This was in particular the case in the recent existence result
allowing for inertia [BKS23b, Section 3].

Remark (Relevance for existence theory). The stability and regularity result seem to have
the potential for future use in analysis. Already in the existence theory, obtaining a hyperbolic
energy estimate that is given here in form of a stability estimate on the τ -level was previously
not known and allows to circumvent the testing of ∂tη on the h-level as was done in the previous
literature of the method [BKS23a, BKS23b].

Reversively the regularity theory allows to show that ∂tη is also a test-function a-posteriori,
which allows for precise uniqueness and/or the quantification of distances between solutions.

1.1. Structure of the paper. The paper consists of two main parts, Sections 2 and 3, and is
supplemented with a numeric experiment in Section 4.

Section 2 is about the stability question. Here we first clarify the abstract assumptions
necessary for the stability in 2.1, and the particular assumptions for elastodynamics 2.2. For
these we show that they are satisfied for the leading elastic example in 2.4. Second, we provide
some general Gronwall inequality for discrete schemes with two scales in 2.5, which will then
be used to show the stability. This is one of the technical highlights of this part, another is the
critical non-convexity estimate for elastic energies in 2.3. The variational time-stepping scheme
is introduced in 2.6 and the stability estimate is then proved in 2.8–2.10.

In Section 3, we focus on the case of elasto-dynamics for which we explicitly prove regularity
and convergence rate. We also provide abstract assumptions at the beginning of the section. In
3.1 we show in-time regularity for hyperbolic elastodynamics. Theorem 3.8 is then proved at
the end of the section.

We conclude the paper with some numerical experiments in Section 4 that imply that the
rates are optimal, that the appearance of τ0 in the stability and convergence results is necessary,
and the loss of convergence in case h and τ differ. The experiment is merely to show that our
results are in coherence with expectations from the ODE theory. We leave the implementation
for largely deforming solids to a future work.

2. Stability

2.1. General setting for stability. We formulate our problem of interest in a rather general
case. Let X be a reflexive Banach space, which densely embeds into some Hilbert space H.
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Further, let E ⊂ X be a weakly closed subset. Let the energy E : X → (−∞,∞] satisfy
Assumptions 2.2 below. We consider the problem

∂ttη +DE(η) = f in X∗, a.e. on (0, T )

η(t) ∈ E for a.e. t ∈ (0, T )

η(0) = η0

∂tη(0) = η∗,

(2.1)

where DE denotes the (Fréchet) derivative of E. We assume that the initial conditions and the
right hand side have

η0 ∈ X, η∗ ∈ H, f ∈ L2((0, T );H).

For convenience we denote

L∞((0, T ); E) = {η ∈ L∞((0, T );X) : η(t) ∈ E for a.e. t ∈ (0, T )}. (2.2)

Now we define the notion of weak solution to the problem above. By 〈 , 〉H resp. 〈 , 〉X we denote
the scalar product on H resp. the duality pairing between X∗ and X.

Definition 2.1 (Weak solution in general setting). We say that

η ∈ L∞((0, T ); E) with ‖E(η)‖L∞((0,T )) <∞ and ∂tη ∈ L∞((0, T );H)

is a weak solution to (2.1) if2 η(0) = η0 and

〈η∗, ϕ(0)〉H +

� T

0
−〈∂tη, ∂tϕ〉H + 〈DE(η), ϕ〉X dt =

� T

0
〈f, ϕ〉H dt

for all ϕ ∈ L2((0, T );X) ∩W 1,2((0, T );H) with ϕ(T ) = 0.

Assumptions 2.2. The energy E : X → (−∞,∞] satisfies the following assumptions:

(A.1) E(η) <∞ for η ∈ E .
(A.2) There is Emin > −∞ such that E(η) ≥ Emin for all η ∈ X.
(A.3) E is Fréchet differentiable at each η ∈ int E , and DE : int E → X∗ is strongly continuous.
(A.4) E is coercive in the following sense: for every Emin ≤ K <∞ the sublevel set {η ∈ X :

E(η) ≤ K} is bounded in X.
(A.5) There is a Banach space Z, such that X ⊂ Z, and a linear operator L : Z → Z∗ which is

bounded, symmetric and elliptic (meaning that for some λ > 0 it holds 〈Lz, z〉 ≥ λ‖z‖2Z
for all z ∈ Z), such that E satisfies the non-convexity estimate in Z: For every Emin ≤
K <∞ there exists C depending on K such that

〈DE(η1), η1 − η0〉 ≥ E(η1)− E(η0)− C ‖η1 − η0‖2Z
for all η1, η0 ∈ E with E(η1), E(η0) ≤ K.

The non-convexity estimate is exactly what will enable us to prove the stability of our ap-
proximation. Important is its relation to E , which can here be any weakly closed set.

The operator L will be used to produce an artificial stabilization in the approximation (2.23).
In this setting it will be enough to have the non-convexity estimate in Z. In case we do not
include an extra stabilization term, we can obtain a stability estimate (see 2.27) under the
stronger assumption

(A.5’) E satisfies the following non-convexity estimate in H: For every Emin ≤ K < ∞ there
exists C depending on K such that

〈DE(η1), η1 − η0〉 ≥ E(η1)− E(η0)− C ‖η1 − η0‖2H
for all η1, η0 ∈ E with E(η1), E(η0) ≤ K.

2Note that since η ∈W 1,∞((0, T );H), the value η(0) ∈ H is well-defined.
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2.2. Setting for elastodynamics. As the most prominent application we present the case of
dynamic evolution of an elastic solid. The solid is described in Lagrangian coordinates. This
means that there is a bounded Lipschitz reference domain Q ⊂ Rn, and at each time t the solid
is described by a deformation η(t) : Q → Rn. Then we seek η : (0, T ) × Q → Rn a solution to
the equation

∂ttη +DE(η) = f in L2(Q), a.e. on (0, T ),

η(t) ∈ E for a.e. t ∈ (0, T )

η(0) = η0,

∂tη(0) = η∗,

η(t, x) = x, x ∈ ΓD,

∂νη(t, x) = ν, x ∈ ΓN

(2.3)

for given initial conditions and the right hand side

η0 ∈ E , η∗ ∈ L2(Q), f ∈ L2((0, T );L2(Q)),

where ΓD∪ΓN = ∂Q and |ΓD|d−1 > 0. Here we denote by ν the outer normal to ∂Q resp. by ∂ν
the corresponding normal derivative. Further boundary conditions for higher order derivatives
naturally appear depending on E2. For more details see the remark on boundary conditions at
the end of this subsection.

In any case the set of admissible deformations is

E =

{
η ∈ X : |η(Q)| =

�
Q

det∇η dx, η|ΓD(x) = x for x ∈ ΓD

}
, (2.4)

where the function space X is one of the following two cases:

X = W 2,q(Q) or X = W k0,2(Q). (2.5)

We will henceforth refer to the former as the W 2,q-case and to the latter as the W k0,2-case.
Regarding the exponents, we assume either

q > n or k0 > n/2 + 1. (2.6)

Note that in particular if n = 2 or n = 3, in the W k0,2-case it is enough to choose k0 ≥ 3. In
both cases we have the compact embedding X ⊂⊂ C1,α(Q) for 0 < α < min(1, α0), where either

α0 = 1− n/q or α0 = k0 − 1− n/2. (2.7)

The condition |η(Q)| =
�
Q det∇η dx is called the Ciarlet–Nečas condition and it entails a.e.

injectivity of η, cf. [CN87]. We can readily see that E is weakly closed, as the condition is stable
under weak convergence in X.

Remark. It may be worthwhile to comment on the exclusion of self-contact, which is presumed
for all of our results. Firstly, by (E.3) it follows that deformations of bounded energy are locally
injective. More precisely, in dependence of the energy E0 there exists a radius δ0 > 0 such
that all deformations η ∈ E with E(η) ≤ E0 are injective on all subsets of radius at most δ0.
Secondly, every globally injective deformation has an L2-neighborhood of radius γ0 (depending
on E0) such that all deformations in this neighborhood are globally injective. This means that,
at least for short times, collisions are excluded. For a more detailed discussion including proofs,
see [BKS23b, Section 2.1].

Recall the notation (2.2) and also denote

W 2,2
D (Q) = {u ∈W 2,2(Q) : u|ΓD = 0} (2.8)

Now we define the weak solutions for elastodynamics, consistently with the general Defini-
tion 2.1.

Definition 2.3 (Weak solution for elastodynamics). We say that η with

η ∈ L∞((0, T ); E) with ‖E(η)‖L∞((0,T )) <∞ and ∂tη ∈ L∞((0, T );L2(Q)). (2.9)

is a weak solution to (2.3) if� T

0
−〈∂tη, ∂tφ〉+ 〈DE(η), φ〉dt+ 〈η∗, φ(0)〉 =

� T

0
〈f, φ〉 dt
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for all φ ∈ C∞([0, T ];C∞(Q;Rn)) with φ|(0,T )×ΓD = 0 and φ(T ) = 0.

Now let us specify the assumptions of the elastic energy.

Assumptions 2.4. We assume the energy E : X → (−∞,∞] can be written as the sum

E(η) = E1(η) + E2(η)

and E1, E2 satisfy the following assumptions. There exists a density e for E1, that is e : Rn×n →
(−∞,∞], such that E1 is of the form

E1(η) =

�
Q
e(∇η) dx, η ∈ X,

and moreover it holds:

(E.1) e ∈ C2(Rn×ndet>0), where Rn×ndet>0 = {M ∈ Rn×n : detM > 0}.
(E.2) There is emin > −∞ such that e(ξ) ≥ emin for all ξ ∈ Rn×n.
(E.3) For all K < ∞ there exists ε0 > 0 such that for each η ∈ X, E(η) ≤ K implies

det∇η ≥ ε0 in Q.
(E.4) For (a sequence of) ξ ∈ Rn×ndet>0 with det ξ → 0 it holds e(ξ)→∞. Further, for ξ ∈ Rn×n

with det ξ ≤ 0 it holds e(ξ) =∞.
(E.5) E2 is convex, coercive (in the sense that sublevel sets of E2 are bounded subsets of X)

and Fréchet differentiable on X.

Analogously to the general case (i.e. (A.5) and (A.5’)), we include separately the stronger
convexity assumption that allows to use the approximation without extra stabilization term.

(E.5’) E2 is uniformly convex on W 2,2(Q). This means there exists c > 0 so that it holds for
all η ∈ X and w ∈ X

〈D2E2(η), w ⊗ w〉 ≥ c
∥∥∇2w

∥∥2

L2(Q)
.

Note that in contrast to the abstract setting, we do not assume the non-convexity estimate
(A.5). In fact, it will be proven in Lemma 2.6 that this estimate follows from the other properties
and (E.5).

Remark (Notation). To avoid confusion with derivatives, we denote the gradient of η : Q→ Rn
with respect to x ∈ Q by ∇ (or ∇x), whereas the gradient of e : Rn×n → R will be denoted by
∇ξ. Similarly for higher derivatives. Moreover, the derivative of E (resp. E1 or E2) will be
denoted by D, to emphasize that it is a derivative of a functional on the infinite-dimensional
space X.

Remark (More general boundary conditions). For simplicity we take throughout the paper the
assumption that we have boundary conditions

g(x) = x (2.10)

as otherwise the estimates do not change significantly but are much harder to follow. In the
case of general boundary function g that is assumed to be extended to Q by G in an appropriate
sense (here it means in some Sobolev space W k,p(Q) and with strictly positive Jacobian) we can
define

η(t, x) = g(x) for (t, x) ∈ [0, T ]× ΓD and ∂ν(η(t, x)−G(x)) = 0 on [0, T ]× ΓN . (2.11)

The related testing space to these boundary conditions is

W = {φ ∈W 1,1(Q) : φ(x) = 0 for x ∈ ΓD}.
For the higher order derivatives the respective boundary conditions of Navier type are defined
via E2 : W k,p(Q)→ [0,∞], such that

DE2(η −G) ∈ (W k,p(Q) ∩W )∗

In the example of the k-Laplacian E2(η) = 1
2

�
Q |∇kη|2 dx this becomes

�
Q
∇k(η −G) · ∇kφdx =

�
Q

(−∆)k(η −G) · φdx,
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which means additionally to (2.11) that

∂ν∆k−1(η −G) = 0 on ΓN ,

∂ν∇k−l−1∆l(η −G) = 0 on ∂Q for l ∈ {0, ..., k − 2}.
2.3. Non-convexity estimate for elastic solids. As was indicated already, the non-convexity
estimate (A.5) is essential for the stability estimates. Previous versions of this estimate in the
literature do not allow the estimate for general distances, see [MR20, Proposition 3.2].

As a first step, we show that e and its derivatives are uniformly bounded, with bound de-
pending on the energy only.

Lemma 2.5. Let K ∈ R. Then there exists a CK ∈ R such that every η belonging to the weak
solution class (2.9) with ‖E(η)‖L∞((0,T )) ≤ K satisfies

e(∇η), |∇ξe(∇η)|, |∇2
ξe(∇η)| ≤ CK , in (0, T )×Q.

Proof. Using the assumption (E.3) we see that

det∇η ≥ ε0 in (0, T )×Q
with ε0 depending only on K. Moreover, since X is embedded into W 1,∞, we see that, by
boundedness of E2, |∇η(t, x)| ≤ C, where C depends on K and the embedding X ⊂ W 1,∞.
This means that

∇η(t, x) ∈ K := {M ∈ Rn×n : detM ≥ ε0, |M | ≤ C}.
Since K is a compact set contained in Rn×ndet>0 where e is C2 by (E.1), we know that e,∇ξe,∇2

ξe
are bounded on K. Since K depends only on K, the proof is finished. �

Now we will estimate the non-convexity of E1 in terms of the distance of gradients.

Lemma 2.6 (Non-convexity estimate (I)). Suppose that we have η0, η1 ∈ E with

E(η0), E(η1) ≤ K <∞.
Then there exists a constant C1 depending only on K such that

〈DE1(η1), η1 − η0〉 ≥ E1(η1)− E1(η0)− C1 ‖∇η1 −∇η0‖2L2 .

Proof. Throughout the proof, any constant named Ci with any index i depends only onK. By co-
ercivity of E following from (E.5), we have that ‖η0‖X , ‖η1‖X ≤ CK and thus ‖∇η0‖L∞ , ‖∇η1‖L∞ ≤
C∞. Let ε0 be the lower bound on the determinant from (E.3), corresponding to K. Now the
set

A = {M ∈ Rn×n : detM ≥ ε0, |M | ≤ C∞}
is compact in Rn×ndet>0, and

B = {M ∈ Rn×n : detM ≥ ε0/2, |M | ≤ 2C∞}
is likewise compact in Rn×ndet>0, with A ⊂ intB. So there exists r > 0 such that Br(A) ⊂ B, in
other words,

for all A ∈ A and for all B ∈ Rn×n, |B −A| < r implies B ∈ B.
Now let us split our expression in two parts:

〈DE1(η1), η1 − η0〉 =

�
{|∇η1−∇η0|≤r}

∇ξe(∇η1) : ∇(η1 − η0) dx+

�
{|∇η1−∇η0|>r}

∇ξe(∇η1) : ∇(η1 − η0) dx.

For the second part, we recall from Lemma 2.5 that |∇ξe(∇η1)| ≤ CK and we get�
{|∇η1−∇η0|>r}

∇ξe(∇η1) : ∇(η1 − η0) dx ≥ −CK
r
‖∇η1 −∇η0‖2L2 .

Let us now for θ ∈ [0, 1] denote ηθ = θη1+(1−θ)η0. Then for the first term, we apply pointwisely
(i.e. for each x) the Taylor theorem of the second order (with respect to θ). So we obtain that
there exists θ : Q→ [0, 1] such that�
{|∇η1−∇η0|≤r}
∇ξe(∇η1) : ∇(η1 − η0) dx =

�
{|∇η1−∇η0|≤r}
e(∇η1)− e(∇η0) +∇2

ξe(∇ηθ)(∇η1 −∇η0,∇η1 −∇η0) dx
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= E1(η1)− E1(η0)−
�
{|∇η1−∇η0|>r}
e(∇η1)− e(∇η0) dx+

�
{|∇η1−∇η0|≤r}
∇2
ξe(∇ηθ)(∇η1 −∇η0,∇η1 −∇η0) dx

The middle term we estimate similarly as before

−
�
{|∇η1−∇η0|>r}

e(∇η1)− e(∇η0) dx ≥ −2
CK
r2
‖∇η1 −∇η0‖2 .

It thus remains to estimate the last quadratic term, namely it suffices to show that

|∇2
ξe(∇ηθ)| ≤ C2 on {|∇η1 −∇η0| ≤ r}.

Due to our assumption, we have ∇η0(x),∇η1(x) ∈ A for all x ∈ Q. Therefore if |∇η1(x) −
∇η0(x)| ≤ r, then ∇ηθ(x)(x) ∈ B. So the inequality holds with C2 = maxB |∇2

ξe|, which is finite

due to e ∈ C2(Rn×ndet>0) and B being compact in Rn×ndet>0. Putting together all the inequalities, we

see that we proved our claim with C1 = CK
r + 2CK

r2
+ C2. �

Lemma 2.7. Assumptions 2.4, (E.1)–(E.5) imply Assumptions 2.2, (A.1)–(A.5).

Proof. It is readily seen that (E.1) implies (A.1) and (E.2) implies (A.2). The Fréchet differ-
entiability of E1 on int E follows from (E.1) combined with (E.3), as then we can see that the
derivative at η ∈ int E in the direction γ ∈ X is then

〈DE1(η), γ〉 =

�
Q
∇ξe(∇η) : ∇γ dx,

differentiability of E2 is already assumed in (E.5). This shows (A.3). Coercivity (A.4) is thanks
to (E.5) and the fixed boundary values on ΓD. The non-convexity estimate (A.5) follows from
Lemma 2.6 and (E.5). �

In case no stabilizer is considered the argument needs to be refined, which is done by
Lemma 2.8: By interpolation and using (E.5’), the W 2,2-uniform convexity of E2, we can es-
timate the non-convexity of E in terms of L2 distance only. This is shown in the following
lemma.

Lemma 2.8 (Non-convexity estimate (II)). Let E2 satisfy additionally (E.5’) and suppose that
we have η0, η1 ∈ E with

E(η0), E(η1) ≤ K <∞.
Then there exists a constant C depending only on K such that

〈DE(η1), η1 − η0〉 ≥ E(η1)− E(η0)− C ‖η1 − η0‖2L2 .

Proof. Using Taylor theorem of the second order, we get for some ξ ∈ [0, 1], ηξ = ξη1 + (1− ξ)η0

〈DE2(η1), η1 − η0〉 = E2(η1)− E2(η0) +
1

2
〈D2E2(ηξ), (η1 − η0)⊗ (η1 − η0)〉

≥ E2(η1)− E2(η0) + c
∥∥∇2(η1 − η0)

∥∥2

L2 .

Interpolate (thanks to fixed boundary values on ΓD)

C1 ‖∇η1 −∇η0‖2L2 ≤ c
∥∥∇2η1 −∇2η0

∥∥2

L2 + C ‖η1 − η0‖2L2 .

Combining these two inequalities and plugging this into the result of Lemma 2.6 gives the desired
result. �

Lemma 2.9. Assumptions 2.4 (E.1)-(E.4), (E.5’) imply Assumptions 2.2 (A.1)-(A.4), (A.5’).

Proof. The non-convexity estimate (A.5’) follows from Lemma 2.6. The validity of (A.1)-(A.4)
has already been shown in Lemma 2.7. �

Let us now in the equation (2.3) rewrite the term DE1(η) in terms of e. Assume η lies in the
spaces (2.9) and compute the Gateaux derivative at η(t) ∈ E in a direction γ ∈ X. Recall that
X ⊂W 2,2(Q) so we can use the chain rule to obtain at time t

〈DE1(η(t)), γ〉 =

�
∇ξe(∇xη) : ∇xγ =

�
Q

n∑

i,j=1

∂ξij
e(∇η)∂xiγ = −

�
Q

n∑

i,j=1

∂xi(∂ξij
e(∇η))γj
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= −
�
Q

n∑

i,j,k,l=1

∂2
ξijξ

k
l
e(∇η)∂2

xixl
ηkγj = −

�
Q
∇2
ξe(∇xη) : ∇2

xη · γ.

then by the previous Lemma 2.5 we see ∇2
ξe(∇η) ∈ L∞((0, T )×Q) and ∇2η ∈ L2((0, T )×Q),

so then DE1(η) = −∇2
ξe(∇xη) : ∇2

xη ∈ L2((0, T )×Q) in the usual sense.

So then our equation (2.3) can be written as

∂ttη +DE2(η)−∇2
ξe(∇xη) : ∇2

xη = 0.

2.4. Prototypical energy. As a prototype of the highest-order convex regularizing part of the
energy we can put

if X = W k0,2(Q) : E2(η) =
1

2

∥∥∥∇k0η
∥∥∥

2

L2(Q)
=

1

2

�
Q

∣∣∣∇k0η
∣∣∣
2

dx, (2.12)

or

if X = W 2,q(Q) : E2(η) =
1

q

�
Q

(1 + |∇2η|)q−2|∇2η|2 dx. (2.13)

They are both uniformly convex thus satisfy (E.5’), the latter thanks to t 7→ (1+ |t|)q−2|t|q being
uniformly convex. Further, the q-biLaplacian

E2(η) =
1

q

∥∥∇2η
∥∥q
Lq(Q)

=
1

q

�
Q
|∇2η|q dx (2.14)

satisfies the convexity (E.5), but not the uniform convexity (E.5’).
As there is no difference in the analysis we simplify the physical energy (1.2) to its determinant

part and use as prototype of the energy density for E1

e(ξ) =





1

(det ξ)a
, det ξ > 0

∞, det ξ ≤ 0
(2.15)

with a > n/α0 (recall that α0 is defined by (2.7)). It can readily be checked that the next theory
also holds for E1 being in the form of (1.2).

Theorem 2.10. The prototypical energy E1 defined in (2.15) satisfies Assumptions 2.4 (E.1)-
(E.4).

Proof. We only need to check the lower bound on the determinant (E.3), since all other properties
are clear. This is essentially proven in [HK09], but for completeness we give a concise proof here.
Let η ∈ E with E(η) ≤ K for some given K < ∞. Thus we have by the coercivity of E on X
a bound on η in X, thus also a bound on ‖∇η‖C0,α and therefore ‖det∇η‖C0,α ≤ cα, where cα
depends on K.

Because the boundary of Q is Lipschitz continuous, there exists a constant cL > 0 and a
δ0 > 0, such that for all δ ∈ (0, δ0] we have for all x ∈ Q

|Bδ(x) ∩Q| ≥ cLδn.
Let x0 ∈ Q be such that det∇η(x0) = minx∈Q det∇η(x) > 0. Put ε0 = min(det∇η(x0), δα0 )

and take 0 < δ ≤ δ0 arbitrary. Therefore, for x0 ∈ Q such that det∇η(x0) ≥ ε0 we have

K ≥ E(η) ≥
�
Q

1

(det∇η)a
dx ≥

�
Bδ(x0)∩Q

1

det∇η(x)a
dx

≥
�
Bδ(x0)∩Q

1

(det∇η(x0)− | det∇η(x)− det∇η(x0)|)a dx

≥
�
Bδ(x0)∩Q

1

(ε0 + cαδα)a
dx ≥ cL

δn

(ε0 + cαδα)a
.

As δ was arbitrary number smaller than δ0, we can choose δ = ε
1/α
0 and obtain

K ≥ cL
ε
n/α
0

(ε0 + cαε0)a
= ε

n/α−a
0

cL
(1 + cα)a
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and since n/α− a < 0, we obtain

det∇η(x0) ≥ ε0 ≥
(
K(1 + cα)a

cL

) 1
n/α−a

.

Since the right hand side depends only on K, this gives the lower bound on det∇η and proves
(E.3). �
Remark. For the prototypical energy density we can calculate more explicitly the bounds from
Lemma 2.5 as follows. Directly from (2.15) see that

e(∇η) ≤ ε−1/a
0 .

Next, we compute the first and second gradient of e. We have, as ∇ξ det ξ = cof ξ,

∇ξe(ξ) = − a

(det ξ)a+1
cof ξ,

so the lower bound on the determinant (E.3), along with the bound on ‖∇η‖L∞ suffices to bound
∇ξe(∇η).

For the second gradient we compute

∇2
ξ(det ξ) = (∂ξkl

(−1)i+j det ξ î
ĵ
)i,j,k,l =

({
0, i = k or j = l,

(−1)i+j+k+l det ξ îk
ĵl
, else

)

i,j,k,l

where ξ î
ĵ

is the matrix ξ with row i and column j deleted, likewise for ξ îk
ĵl

there are rows i, k and

columns j, l deleted3. Therefore for our prototype we have for any ξ ∈ Rn×ndet>0

∇2
ξe(ξ) =

a(a+ 1)

(det ξ)a+2
cof ξ ⊗ cof ξ +

−a
(det ξ)a+1

∇ξ(cof ξ)

or in components after plugging in ξ := ∇η this reads as

∇2
ξe(∇xη)

=







a(a+1)
(det∇η)a+2 det(∇η)î

ĵ
det(∇η)k̂

l̂
, i = k or j = l,

a(a+1)
(det∇η)a+2 (−1)i+j+k+l det(∇η)î

ĵ
det(∇η)k̂

l̂
+ (−1)i+j+k+l −a

(det∇η)a+1 det(∇η)îk
ĵl
, else



i,j,k,l

so again, the lower bound on det∇η and the bound on ‖∇η‖L∞ suffices to calculate an explicit
bound on |∇2

ξe(∇xη)|.
2.5. Gronwall–type inequalities. To show the stability and convergence rate of our scheme
(introduced in the next section), we will make use of some inequalities of discrete Gronwall
type. For completeness, we start with the classical version of the Gronwall inequality, including
a short proof.

Lemma 2.11 (Discrete Gronwall inequality). Let a0, . . . , an ≥ 0 and c0, . . . , cn−1 ≥ 0 satisfy

ak ≤ a0 +
k−1∑

i=0

ciai, k = 1, . . . , n.

Then

ak ≤ a0

k−1∏

i=0

(1 + ci) ≤ a0 exp

(
k−1∑

i=0

ci

)
, k = 0, . . . , n.

Proof. By induction, we prove the stronger inequality

a0 +

k−1∑

i=0

ciai ≤ a0

k−1∏

i=0

(1 + ci).

For k = 1 both sides are equal to a0(1 + c0). Then for k > 1 proceed by induction

a0+
k−1∑

i=0

ciai ≤ a0+
k−2∑

i=0

ciai+ck−1ak−1 ≤ a0

k−2∏

i=0

(1+ci)+ck−1a0

k−2∏

i=0

(1+ci) = a0(1+ck−1)
k−2∏

i=0

(1+ci)

3If after deleting we would have 0× 0 matrix, this determinant is defined as 1.
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which concludes the proof, using 1 + ci ≤ eci to obtain the second inequality. �
In fact, it will be more useful for us to shift the indices by 1.

Lemma 2.12 (Discrete Gronwall inequality, shifted k). Let a0, . . . , an ≥ 0 satisfy with 0 ≤
c1, . . . , cn < 1

ak ≤ a0 +

k∑

i=1

ciai, k = 1, . . . , n.

Then it holds

ak ≤ a0

k∏

i=1

(1− ci)−1, k = 1, . . . , n.

In particular, if also c1, . . . , cn ≤ 1/2 then

ak ≤ a0 exp

(
2

k∑

i=1

ci

)
, k = 1, . . . , n.

Proof. For k = 1 we have a1 ≤ a0 + c1a1, so it is enough to subtract c1a1 and divide by 1− c1.
For k ≥ 2 proceed by induction. Write

ak ≤ a0 +

k∑

i=1

ciai ≤ a0 +

k−1∑

i=1

cia0

i∏

j=1

(1− cj)−1 + akck = a0 +

k−1∑

i=1

ci
1− ci

a0

i−1∏

j=1

(1− cj)−1 + akck

subtract ckak and use ci
1−ci = (1− ci)−1 − 1 so that we get a telescoping sum

ak(1− ck) ≤ a0 +
k−1∑

i=1

(1− ci)−1a0

i−1∏

j=1

(1− cj)−1 −
k−1∑

i=1

a0

i−1∏

j=1

(1− cj)−1 = a0

k−1∏

i=k

(1− ci)−1

which is, after division by 1− ck, what we wanted.
In the case that ci ≤ 1/2 we can use (1 − ci)

−1 ≤ 1 + 2ci ≤ e2ci to obtain the second
inequality. �
Remark. Notice that the requirement ci < 1 is natural here, since for ci ≥ 1 the inequality in
the assumption does not pose any restriction on ai.

The following version of Gronwall inequality, including a square-root term, will enable us to
get the natural estimate with the forcing term f being present in the equation.

Lemma 2.13 (Discrete Gronwall inequality with square root). Let a0, . . . , an ≥ 0 satisfy with
c0, . . . cn−1 ≥ 0 and d0, . . . dn−1 ≥ 0 the inequality

ak ≤ ak−1 + ck−1ak−1 + dk−1
√
ak−1, k = 1, . . . , n.

Then it holds

ak ≤
(
√
a0 +

1

2

k−1∑

i=0

di

)2 k−1∏

i=0

(1 + ci) ≤
(
√
a0 +

1

2

k−1∑

i=0

di

)2

e
∑k−1
i=0 ci , k = 1, . . . , n.

Proof. We show the first inequality by induction on k. For k = 1:

a1 ≤ a0 + c0a0 + d0
√
a0 ≤

(√
a0 +

d0

2

)2

+ c0a0 ≤
(√

a0 +
d0

2

)2

(1 + c0).

Now if the inequality holds for k − 1, we get

ak ≤ ak−1 + ck−1ak−1 + dk−1
√
ak−1 ≤

(√
ak−1 +

dk−1

2

)2

(1 + ck−1)

≤
((
√
a0 +

1

2

k−2∑

i=0

di

)
k−2∏

i=0

√
1 + ci +

1

2
dk−1

)2

(1 + ck−1) ≤
(
√
a0 +

1

2

k−1∑

i=0

di

)2 k−1∏

i=0

(1 + ci),

so the first inequality is proven. To show the second one we conclude with 1 + ci ≤ eci . �
In fact we will need a version with index on the right (that is, at the ak and dk coefficients)

shifted by 1, which is needed due to using an implicit scheme in our approximation that we shall
introduce.
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Lemma 2.14 (Discrete Gronwall inequality with square root, shifted k). Let a0, . . . , an ≥ 0
satisfy with 0 ≤ c1, . . . , cn < 1 and d1, . . . dn ≥ 0 the inequality

ak ≤ ak−1 + ckak + dk
√
ak, k = 1, . . . , n.

Then it holds

ak ≤
(
√
a0 +

k∑

i=1

di√
1− ci

)2 k∏

i=1

(1− ci)−1, k = 1, . . . , n.

In particular, for 0 < ci ≤ 1/2 we have also

ak ≤
(
√
a0 +

k∑

i=1

di√
1− ci

)2

exp

(
2

k∑

i=1

ci

)
, k = 1, . . . , n.

Proof. Proceed to show the first inequality by induction and assume it holds for k−1. For k = 0
the inequality is trivially true. Rewrite the assumed inequality to

(1− ck)ak − dk
√
ak ≤ ak−1,

so that by completing the square on the left we get
(√

1− ck
√
ak −

dk
2
√

1− ck

)2

≤ ak−1 +
d2
k

4(1− ck)
.

From this, we express ak, and use
√
A+B ≤

√
A+
√
B to obtain

ak ≤



√
ak−1 +

d2
k

4(1− ck)
+

dk
2
√

1− ck




2

1

1− ck
≤
(√

ak−1 +
dk√

1− ck

)2 1

1− ck
.

Thus by induction

ak ≤
((
√
a0 +

k−1∑

i=1

di√
1− ci

)
k−1∏

i=1

√
(1− ci)−1 +

dk√
1− ck

)2
1

1− ck

≤
(
√
a0 +

k∑

i=1

di√
1− ci

)2 k∏

i=1

(1− ci)−1

which proves the desired inequality. Finally, note that for 0 < ci ≤ 1/2 it holds (1 − ci)−1 ≤
1 + 2ci ≤ e2ci proving the second inequality. �

Two-scale Gronwall inequalities. Here we state the two-scale analogues of Lemma 2.12 and
Lemma 2.14, respectively. The particular form of the inequality is suitable to estimates of
solutions arising from the minimization scheme (2.17).

Theorem 2.15 (Two–scale Gronwall inequality I). Let M,N ∈ N and let us have the sequences

a`k, b
`
k, d

`
k ≥ 0, k = 0, . . . , N , ` = 0, . . . ,M − 1 satisfying a`0 = a`−1

N , b`0 = b`−1
N , ` = 1, . . . ,M .

Assume we have for some 0 ≤ c < 1/2N the estimate

a`k +
1

N
b`k ≤ a`k−1 +

1

N
b`−1
k + ca`k + cb`k + d`k, k = 1, . . . , N, ` = 0, . . . ,M − 1,

where we put b−1
k := b00, k = 1, . . . , N . Then it holds

max
k=1,...,N

(
a`k +

1

N

k∑

i=1

b`i

)
≤
(
a0

0 + b00 +
∑̀

l=1

N∑

k=1

d`k

)
(1− cN)−`, ` = 1, . . . ,M − 1.

Proof. Let k` := argmaxk=1,...,N a
`
k + 1

N

∑k
i=1 b

`
i . Then we have after summing 1, . . . , k`

a`k` +
1

N

k∑̀

k=1

b`k ≤ a`0 +
1

N

k∑̀

k=1

b`−1
k + c

k∑̀

k=1

a`k + c

k∑̀

k=1

b`k +

k∑̀

k=1

d`k
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Now first remember that a`0 = a`−1
N , denote α` := a`k`+

1
N

∑k`
k=1 b

`
k (so that α` = maxk=1,...,N a

`
k+

1
N

∑k
i=1 b

`
i). Use the inequalities

a`−1
N +

1

N

k∑̀

k=1

b`−1
k ≤ a`−1

N +
1

N

N∑

k=1

b`−1
k ≤ a`−1

k`−1
+

1

N

k`−1∑

k=1

b`−1
k = α`−1

c

k∑̀

k=1

b`k ≤ cNα`

c

k∑̀

k=1

a`k ≤ ck`α` ≤ cNα`

k∑̀

k=1

d`k ≤
N∑

k=1

d`k

so it becomes

α` ≤ α`−1 + 2cNα` +
N∑

k=1

d`k.

Summing this over ` we get

α` ≤ α0 + 2cN
∑̀

l=1

αl +
∑̀

l=1

N∑

k=1

dlk

so applying Lemma 2.12 (using in this lemma a0 as α0 +
∑`

l=1

∑N
k=1 d

l
k) we see that

α` ≤
(
α0 +

∑̀

l=1

N∑

k=1

dlk

)
(1− cN)−`,

which finishes the proof, since α0 = a0
0 + b00. �

Theorem 2.16 (Two-scale Gronwall inequality II). Let M,N ∈ N and let us have the sequences

a`k, b
`
k, d

`
k ≥ 0, k = 0, . . . , N , ` = 0, . . . ,M − 1 satisfying a`0 = a`−1

N , b`0 = b`−1
N , ` = 1, . . . ,M .

Assume we have for some 0 ≤ c < 1/N the estimate

a`k +
1

N
b`k ≤ a`k−1 +

1

N
b`−1
k + cb`k + d`k

√
b`k, k = 1, . . . , N, ` = 0, . . . ,M − 1,

where we put b−1
k := b00, k = 1, . . . , N . Then it holds

max
k=1,...,N

(
a`k +

1

N

k∑

i=1

b`i

)
≤



√
a0

0 + b00 +
1√

1− cN
∑̀

l=1

√√√√N

N∑

k=1

(d`k)
2




2

(1−cN)−`, ` = 1, . . . ,M−1.

Proof. Let k` := argmaxk=1,...,N a
`
k + 1

N

∑k
i=1 b

`
l for ` = 1, . . . , N . Then we have after summing

over 1, . . . , k`

a`k` +
1

N

k∑̀

k=1

b`k ≤ a`0 +
1

N

k∑̀

k=1

b`−1
k + c

k∑̀

k=1

b`k +

k∑̀

k=1

d`k

√
b`k.

Now denote α` := a`k` + 1
N

∑k`
k=1 b

`
k (so that α` = maxk=1,...,N a

`
k + 1

N

∑k
i=1 b

`
i), remember that

a`0 = a`−1
N and we see

a`0 +
1

N

k∑̀

k=1

b`−1
k ≤ a`−1

N +
1

N

N∑

k=1

b`−1
k ≤ α`−1

c

k∑̀

k=1

b`k ≤ cNα`

k∑̀

k=1

d`k

√
b`k ≤

√√√√N

k∑̀

k=1

(d`k)
2

√√√√ 1

N

k∑̀

k=1

b`k ≤

√√√√N

N∑

k=1

(d`k)
2
√
α`,
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so that in total the inequality reads

α` ≤ α`−1 + cNα` +

√√√√N
N∑

k=1

(d`k)
2
√
α`

Now we use the discrete square root Gronwall Lemma 2.14 with shifted index for α`. This yields

α` ≤


√α0 +

1√
1− cN

∑̀

l=1

√√√√N

N∑

k=1

(dlk)
2




2

(1− cN)−`

which is the desired inequality, since as before α0 = a0
0 + b00. �

2.6. The numerical scheme and the definition of stability. Let us now define an appro-
priate notion of stability for a scheme approximating the solution of (2.3). For this we will
perform some heuristical formal a-priori estimates.

Assume formally that η is a solution and that ∂tη is an admissible test function. For the
purpose of our formal estimates, assume that it holds

〈DE(η), ∂tη〉 = ∂tE(η). (2.16)

This is a formal application of the chain rule. Then using a test function ∂tη gives

1

2
∂t ‖∂tη‖2 + 〈DE(η), ∂tη〉 = 〈f, ∂tη〉 ≤ ‖f‖L2‖∂tη‖L2 .

Using this, it follows using a square-root Gronwall type argument that

1

2
‖∂tη(t)‖2L2 + E(η(t)) ≤

(√
1

2
‖η∗‖2L2 + E(η0) +

1

2

� t

0
‖f‖L2 dt

)2

Accordingly we call an approximation stable if it satisfies an appropriate substitute of the above
estimate. This is defined below.

Definition 2.17. Let η̃ be an approximation of the solution.4 We say that the approximation
is stable if it satisfies with some C ≥ 0 an estimate

1

2
‖∂tη̃(t)‖2L2 + E(η̃(t)) ≤

(√
1

2
‖η∗‖2L2 + E(η0) + C

� t

0
‖f‖L2 dt

)2

.

Let us now introduce the Minimizing movement scheme, that approximates (2.3) with
the appropriate stability. The minimizing movement scheme without dissipation is very similar
and can be found in (2.26).

Consider the following time-stepping scheme, for the two time scales 0 < τ ≤ h. We follow the
scheme of [BKS23b] with the distinction that we keep our scheme discrete in h. For simplicity
and ease of notation5 assume h = Nτ and T = Mh with N,M ∈ N. Define the discrete times
t`k := `h+ kτ , notice in particular that t`0 = t`−1

N . For k = 1, . . . , N and ` = 0, . . . ,M define the
approximation via the step-wise minimization of

η`k = arg min
η∈E

τh

2

∥∥∥∥∥∥

η−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h

∥∥∥∥∥∥

2

L2

+ E(η) +
cτ2

2

∥∥∥∥∥∇
η − η`k−1

τ

∥∥∥∥∥

2

L2

− 〈f `k, η〉L2 , (2.17)

where we start from the initial conditions η0
0 := η0 and for ` = 0, the fraction

η−1
k −η

−1
k−1

τ is replaced

by η∗. Moreover we take η`+1
0 := η`N , since t`+1

0 = t`N . The constant c is a factor in front of the
regularizer that is chosen large enough to compensate the non-convexity of the energy. It will
be specified during the proof of Theorem 2.22. The term f `k, a discretization of the right hand
side, is defined as

f `k :=

 τ

0

 h

0
f(t`−1

k−1 + s+ σ) dsdσ. (2.18)

4At this point we do not specify in which sense it is an approximation, apart from saying that η̃ lies in the
correct space, that is (2.9).

5It is possible to include the cases that h resp. T is not an integer multiple of τ resp. h, and the resulting
complications of this are essentially notational.
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The reason for this particular choice of discretization of f will be apparent later in Section 3.
The Euler-Lagrange equation of the minimizer indeed approximates the hyperbolic evolution,

as can be seen from Lemma 2.19. In particular a stabilization term of the form −cτ∆∂tη̂
(h)
(τ)

appears.

2.7. A priori bounds on energy.

Lemma 2.18. The minimizer η`k ∈ E of (2.17) exists. If η`k ∈ ∂E, then a (self-)collision
occurred.

Proof. Existence follows from the direct method. From the lower bound on the determinant
(E.3) we see that we are away from the part of ∂E corresponding to the case when det∇η
vanishes somewhere. In particular, since the minimizer satisfies det∇η`k > 0, it is possible to

take variations in all directions if and only if η`k is injective on ∂Ω (this is well-known [Cia88],

see also the discussion in [BKS23b]). In other words, it holds η`k ∈ int E if and only if there is
no (self-)collision. �

Now denote the piecewise constant approximation

η̄
(h)
(τ)(t) = η`k, t ∈ [t`k−1, t

`
k)

and

f̄
(h)
(τ) (t) = f `k, t ∈ [t`k−1, t

`
k).

Denote the piecewise affine approximation

η̂
(h)
(τ)(t) =

t− t`k−1

τ
η`k−1 +

t`k − t
τ

η`k for t ∈ [t`k−1, t
`
k),

so that η̂
(h)
(τ)(t`k) = η`k and η̂

(h)
(τ) is affine on each of the intervals [t`k−1, t

`
k].

We now can see that this is a time-discrete solution of our problem (2.3), in the following
sense

Lemma 2.19. Assume that no collision happened, that is η`k ∈ int E for all k and `. Then it
holds for a.a. times t ∈ (0, T ) that

∂tη̂
(h)
(τ)(t)− ∂tη̂(h)

(τ)(t− h)

h
+DE

(
η

(h)
(τ)(t)

)
− cτ∆∂tη̂

(h)
(τ)(t) = f(t).

Proof. Since η`k is a minimizer of (2.17) and it is an interior point, by (A.3) E is differentiable

at η`k, and we have the Euler-Lagrange equation

η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h
+DE(η`k)− cτ

η`k − η`k−1

τ
= f `k.

Using the notation for the piecewise constant and piecewise affine interpolations above, observe
that it holds

∂tη̂
(h)
(τ)(t) =

η`k − η`k−1

τ
, t ∈ (t`k−1, t

`
k).

From this we see that the stated equation is satisfied for t ∈ (0, T ) \ {t`k : k = 1, . . . , N, ` =
0, . . .M}, i.e. all times except finitely many. Thus we have proven the claim. �

Approximation of the right hand side. Now we verify that the discretization of the right hand
side is well-behaved. We state two lemmas, first with only one scale, second with two scales that
we use in our approximation.

Lemma 2.20. Let f ∈ Lp((0, T );X) with X a Banach space and 1 ≤ p <∞. Define

f
(τ)

(t) = fk, t ∈ [tk−1, tk), where fk =

 tk

tk−1

f dt.

Then
∥∥∥f (τ)

∥∥∥
Lp((0,T );X)

≤ ‖f‖Lp((0,T );X) and moreover f
(τ) → f in Lp((0, T );X) as τ → 0.
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Proof. For the first part, use the Jensen inequality

∥∥∥f (τ)
∥∥∥
p

Lp((0,T );X)
=

N∑

k=1

τ

∥∥∥∥∥

 tk

tk−1

f(t) dt

∥∥∥∥∥

p

X

≤
N∑

k=1

τ

 tk

tk−1

‖f(t)‖pX dt = ‖f‖pLp((0,T );X) .

To prove the convergence, fix ε > 0 and find g ∈ C([0, T ];X) with ‖f − g‖Lp((0,T );X) ≤ ε. By

uniform continuity of g we find τ > 0 such that |t− s| < τ implies ‖g(t)− g(s)‖X ≤ ε. Then by
Jensen inequality and the uniform continuity

∥∥∥g − g(τ)
∥∥∥
p

Lp([0,T ];X)
=

N∑

k=1

� tk

tk−1

∥∥∥∥∥

 tk

tk−1

g(t)− g(s) ds

∥∥∥∥∥

p

X

dt

≤
N∑

k=1

� tk

tk−1

 tk

tk−1

‖g(t)− g(s)‖pX ds dt ≤ Tεp.

Moreover by linearity f
(τ) − g(τ) = (f − g)

(τ)
, so

∥∥∥f (τ) − g(τ)
∥∥∥
p

Lp((0,T );X)
≤ ‖f − g‖pLp((0,T );X) by

the first part. We conclude the proof by the triangle inequality
∥∥∥f − f (τ)

∥∥∥
Lp((0,T );X)

≤ ‖f − g‖Lp((0,T );X) +
∥∥∥g − g(τ)

∥∥∥
Lp((0,T );X)

+
∥∥∥g(τ) − f (τ)

∥∥∥
Lp((0,T );X)

≤ ε+
p
√
Tε+ ε.

�
Lemma 2.21. Let f ∈ Lp((0, T );X) with X a Banach space and 1 ≤ p < ∞. Extend f by 0
outside (0, T ) and define

f `k :=

 τ

0

 h

0
f(t`−1

k−1 + s+ σ) ds dσ, f̄
(h)
(τ) (t) := f `k, t ∈ [t`k−1, t

`
k).

Then
∥∥∥f̄ (h)

(τ)

∥∥∥
Lp((0,T );X)

≤ ‖f‖Lp((0,T );X) and moreover f̄
(h)
(τ) → f in Lp((0, T );X) as h, τ → 0.

Proof. For the first claim, use twice Jensen inequality as follows

∥∥∥f̄ (h)
(τ)

∥∥∥
p

Lp((0,T );X)
=

M∑

`=1

N∑

k=1

τ
∥∥∥f `k
∥∥∥
p

X
=

M∑

`=1

N∑

k=1

τ

∥∥∥∥
 τ

0

 h

0
f(t`−1

k−1 + s+ σ) ds dσ

∥∥∥∥
p

X

≤
M∑

`=1

N∑

k=1

� τ

0

∥∥∥∥
 h

0
f(t`−1

k−1 + s+ σ) ds

∥∥∥∥
p

X

dσ =
M∑

`=1

N∑

k=1

� t`−1
k

t`−1
k−1

∥∥∥∥
 h

0
f(t+ s) ds

∥∥∥∥
p

X

dt

=

� T

0

∥∥∥∥
 h

0
f(t+ s) ds

∥∥∥∥
p

X

dt ≤
� T

0

 h

0
‖f(t+ s)‖pX dsdt =

 h

0

� T

0
‖f(t+ s)‖pX dt ds

≤
 h

0
‖f‖pLp((0,T );X) ds = ‖f‖pLp((0,T );X) .

Fix ε > 0. Find g ∈ C([0, T ];X) with ‖f − g‖Lp((0,T );X) ≤ ε. Then, by uniform continuity of

g, find h0 > 0 such that for all |t − s| ≤ h0 it holds ‖g(t)− g(s)‖X ≤ ε. Then, using this and
Jensen inequality, for τ ≤ h ≤ h0

∥∥∥g − g(h)
(τ)

∥∥∥
p

Lp((0,T );X)
=

M∑

`=1

N∑

k=1

� t`k

t`k−1

∥∥∥∥
 τ

0

 h

0
g(t)− g(t`−1

k−1 + s+ σ) ds dσ

∥∥∥∥
p

X

dt

≤
M∑

`=1

N∑

k=1

� t`k

t`k−1

 τ

0

 h

0

∥∥∥g(t)− g(t`−1
k−1 + s+ σ)

∥∥∥
p

X
ds dσ dt ≤ Tεp.

Further, by linearity f
(h)
(τ) − g

(h)
(τ) = (f − g)

(h)
(τ) so by the first part

∥∥∥f (h)
(τ) − g

(h)
(τ)

∥∥∥
p

Lp((0,T );X)
≤

‖f − g‖pLp((0,T );X). We then conclude the proof by the triangle inequality

∥∥∥f (h)
(τ) − f

∥∥∥
Lp((0,T );X)

≤
∥∥∥f (h)

(τ) − g
(h)
(τ)

∥∥∥
Lp((0,T );X)

+
∥∥∥g(h)

(τ) − g
∥∥∥
Lp((0,T );X)

+ ‖g − f‖Lp((0,T );X)
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≤ ε+
p
√
Tε+ ε.

�

2.8. Stability – elastic solid. We can now state our main stability result for the approximation
(2.17). Note that we have an energy estimate with bound given by the initial condition and the
right hand side, and in particular the energy can not grow in time in case no right hand side is
considered.

Theorem 2.22 (Stability with dissipation). There exists an h0 > 0 and c > 0 depending on
E(η0), ‖η∗‖L2(Q), ‖f‖L2((0,T )×Q), the assumptions on E and T , such that for all Nτ = h ≤ h0

if the corresponding approximation η`k does not reach a collision, i.e. satisfies η`k ∈ int E for all
k and `, then the following stability estimate holds for all `

max
k=1,...,N


E(η`k) +

1

N

k∑

i=1

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

L2


 ≤

(√
E(η0) +

1

2
‖η∗‖2L2 + ‖f‖L2((0,h`)×Q)

)2

.

(2.19)

Proof. To ease the notation, the norm ‖·‖ without any index is the L2(Q) norm, and 〈·, ·〉 is the
L2(Q) scalar product (or dual pairing of X and X∗ in the DE terms).

We proceed by induction on `. Thus assume that the inequality (2.19) holds for ` − 1 (and
every k), and we want to prove it for `. We first show the following auxiliary estimate for
k = 1, . . . , N :

E(η`k) ≤ K :=

(√
E(η0) +

1

2
‖η∗‖2L2 + ‖f‖L2((0,T )×Q)

)2

+ h0 ‖f‖2L2((0,T )×Q) . (2.20)

For this, take η`k−1 as competitor in (2.17), which implies

τh

2

∥∥∥∥∥∥

η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h

∥∥∥∥∥∥

2

L2

+ E(η`k) +
cτ2

2

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

L2

≤ τh

2

∥∥∥∥∥
η`−1
k − η`−1

k−1

τh

∥∥∥∥∥

2

+ E(η`k−1) + 〈f `k, (η`k − η`k−1)〉L2 .

We then find that

τ

2h

∥∥∥∥∥
η`k − η`k−1

τ
−
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

L2

+ E(η`k) +
cτ2

2

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

L2

≤ τ

2h

∥∥∥∥∥
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

+ E(η`k−1) + 〈f `k, (ηk − ηk−1)〉L2

≤ τ

2h

∥∥∥∥∥
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

+ E(η`k−1) +
∥∥∥f `k
∥∥∥ τ
∥∥∥∥∥
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥+
∥∥∥f `k
∥∥∥ τ
∥∥∥∥∥
η`k − η`k−1

τ
−
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

≤ τ

h

∥∥∥∥∥
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

+ E(η`k−1) + hτ
∥∥∥f `k
∥∥∥

2
+

τ

2h

∥∥∥∥∥
η`k − η`k−1

τ
−
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

.

Subtracting τ
2h

∥∥∥∥
η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

∥∥∥∥
2

on both sides and summing over k, we find that the

E(η`k) term telescopes, so that

E(η`k) +
k∑

i=1

cτ2

2

∥∥∥∥∥∇
η`i − η`i−1

τ

∥∥∥∥∥

2

≤ E(η`0) +
k∑

i=1

τ

h

∥∥∥∥∥
η`−1
i − η`−1

i−1

τ

∥∥∥∥∥

2

+ h
k∑

i=1

τ
∥∥∥f `i
∥∥∥

2
.

Now remember that we have η`0 = η`−1
N and (2.19) with `− 1 holds, so after a Jensen inequality

h
∑k

i=1 τ
∥∥f `i
∥∥2 ≤ ‖f‖2L2((`−1)h,`h)×Q) and 0 < h ≤ h0 we show (2.20).
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Equipped with this, we come to the main estimate. Since we assume that η`k ∈ int E , E is

differentiable at η`k and we can test the minimizer with
η`k−η`k−1

τ , which gives
〈 η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h
,
η`k − η`k−1

τ

〉
+

〈
DE(η`k),

η`k − η`k−1

τ

〉
+cτ

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

=

〈
f `k,

η`k − η`k−1

τ

〉
.

Using a(a− b) = a2

2 − b2

2 + (a−b)2
2 , we obtain for the first term

〈 η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h
,
η`k − η`k−1

τ

〉

=
1

2h

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

+
1

2h

∥∥∥∥∥
η`k − η`k−1

τ
−
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

− 1

2h

∥∥∥∥∥
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

.

Now multiply by τ , omit the middle term, use Lemma 2.6 (note carefully that by (2.20) the
resulting constant C1 is independent of ` and k), and obtain

τ

2h

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

+ E(η`k) + cτ2

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

≤ τ

2h

∥∥∥∥∥
η`−1
k − η`−1

k

τ

∥∥∥∥∥

2

+ E(η`k−1) + τ

〈
f `k,

η`k − η`k−1

τ

〉
+ C1τ

2

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

,

where we precisely here choose c > 2C1. Hence

τ

2h

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

+ E(η`k) + C1τ
2

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

≤ τ

2h

∥∥∥∥∥
η`−1
k − η`−1

k

τ

∥∥∥∥∥

2

+ E(η`k−1) + τ

〈
f `k,

η`k − η`k−1

τ

〉
.

(2.21)

Using the inequality

τ

〈
f `k,

η`k − η`k−1

τ

〉
≤ τ

∥∥∥f `k
∥∥∥
∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

we get, denoting a`k = E(η`k), b
`
k = 1

2

∥∥∥∥
η`k−η`k−1

τ

∥∥∥∥
2

, d`k = τ
∥∥f `k
∥∥ and N = h/τ the inequality

a`k +
1

N
b`k ≤ a`k−1 +

1

N
b`−1
k + d`k

√
b`k.

Now we are in a position to use the Two-scale Gronwall inequality with square root, Theo-
rem 2.16. Thus, we obtain

max
k=1,...,N

(
a`k +

1

N

k∑

i=1

b`i

)
≤



√
a0

0 + b00 +
∑̀

l=1

√√√√N
N∑

k=1

(d`k)
2




2

, ` = 1, . . . ,M − 1.

So this reads

max
k=1,...,N


E(η`k) +

1

N

k∑

i=1

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

 ≤



√
E(η0) +

1

2
‖η∗‖2 +

∑̀

l=1

h

√√√√ 1

N

N∑

k=1

‖f `k‖2



2

.

Finally we use Lemma 2.21, from which we get by Jensen inequality

∑̀

l=1

h

√√√√ 1

N

N∑

k=1

‖f `k‖2 ≤ ‖f‖L2((0,h`)×Q) ,

so that the induction on ` is finished. �
We also note in the following lemma that we can read an estimate on the additional dissipation

term.
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Lemma 2.23 (Dissipation estimate). Further, the approximation satisfies

cτ
∥∥∥∂t∇η̂(h)

(τ)

∥∥∥
2

L2((0,T )×Q)
= cτ

M∑

`=1

N∑

k=1

τ

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

≤ C (2.22)

with C depending on η0, η∗, f .

Proof. After summing (2.21) over k and `, we obtain

C1τ

M∑

`=1

N∑

k=1

τ

∥∥∥∥∥∇
η`k − η`k−1

τ

∥∥∥∥∥

2

≤ 1

2
‖η∗‖2 + E(0)− Emin +

M∑

`=1

N∑

k=1

τ

〈
f `k,

η`k − η`k−1

τ

〉
.

The last term is estimated by

M∑

`=1

N∑

k=1

τ

〈
f `k,

η`k − η`k−1

τ

〉
≤

M∑

`=1

h

√√√√ 1

N

N∑

k=1

∥∥f `k
∥∥2

√√√√ 1

N

N∑

k=1

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

.

Since by the stability estimate 2.22 the last term is bounded by a constant, we are finished. �

2.9. Stability – general. For the general case, namely assuming Assumptions 2.2, the mini-
mizing movement approximation (2.17) becomes

η`k = arg min
η∈E

τh

2

∥∥∥∥∥∥

η−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h

∥∥∥∥∥∥

2

H

+ E(η) +
cτ2

2

〈
L
η − η`−1

k

τ
,
η − η`−1

k

τ

〉

Z

− 〈f `k, η〉H ,

(2.23)
It is readily seen that the argument above for the elastic solids goes through in the general

case. We thus have the following generalized version of Theorem 2.22, including Lemma 2.23.

Theorem 2.24 (Stability with dissipation, general case). There exists a h0 > 0 and c0 > 0
depending on E(η0), ‖η∗‖H , ‖f‖L2((0,T );H), the assumptions on E and T such that for all Nτ =

h ≤ h0 if c > c0 in (2.23) and the corresponding approximation η`k satisfies η`k ∈ int E we have
the stability estimate

max
k=1,...,N


E(η`k) +

1

2N

k∑

i=1

∥∥∥∥∥
η`i − η`i−1

τ

∥∥∥∥∥

2

H


 ≤

(√
E(η0) +

1

2
‖η∗‖2H + ‖f‖L2((0,`h);H)

)2

,

further the approximation satisfies

cλτ
M∑

`=1

N∑

k=1

τ

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

Z

≤ C (2.24)

with C depending on η0, η∗, f .

2.10. Stability – ODE. It is worth mentioning that second-order ordinary differential equa-
tions fit into our framework, and therefore our approximation is also stable here.

Namely, consider the equation with unknown x : (0, T )→ Rn

x′′ +∇E(x) = f,

x(t) ∈ E ,
x(0) = x0,

x′(0) = x∗,

(2.25)

where f ∈ L2((0, T );Rn), x0, x∗ ∈ Rn, E : Rn → (−∞,∞] and E ⊂ Rn closed with nonempty
interior (and X = H = Rn).

Moreover let E ∈ C(Rn, (−∞,∞]) ∩ C2(E) and E ⊂ {z ∈ Rn : E(z) <∞} and E be coercive
in the sense lim|x|→∞E(x) = ∞. We only need to show the non-convexity estimate (A.5), the
rest of the properties (A.1)–(A.4) are clear.
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Lemma 2.25. The function E satisfies the non-convexity estimate: For all x, y ∈ E we find

∇E(y) · (y − x) ≥ E(y)− E(x)− C|x− y|2,
where C depends on K = max(E(x), E(y)).

Proof. Let x, y ∈ E . Given K from the statement, let us introduce a cutoff Ẽ of E such that
Ẽ : Rn → R, Ẽ ∈ C2(Rn), Ẽ(z) = E(z) for all z ∈ E with E(z) ≤ K, and such that the

‖Ẽ‖C2(Rn) norm depends only on K. This we can certainly achieve by smoothly cutting off E
near the compact set {z ∈ E : E(z) ≤ K}, which depends only on K.

Then we find that for some z on the line segment between x and y

Ẽ(x) = Ẽ(y) +∇Ẽ(y) · (x− y) +
1

2
∇2Ẽ(z) : (y − x)⊗ (y − x)

Since E = Ẽ on a neighbourhood of x and y, we find that

∇E(y) · (y − x) ≥ E(y)− E(x)− 1

2
‖Ẽ‖C2(Rn)|y − x|2.

Since we have chosen Ẽ such that ‖Ẽ‖C2(Rn) depends only on K, this finishes the proof. �

2.11. Stability estimate without stabilizing term–elastic solids. In the approximation
(2.17) we have used a stabilizing dissipation term. In this section, we show that if we assume
the stronger convexity assumption (E.5’), we obtain a stability estimate without introducing
the stabilizing dissipation term. Although this estimate is weaker than the previous one, we
consider it possibly of independent interest due to easier implementation of this scheme.
Therefore, throughout this section, we assume (E.5’) instead of (E.5), respectively (A.5’) instead
of (A.5).

The time-steping scheme (2.17) is now replaced by the following minimization:

η`k = arg min
η∈E

τh

2

∥∥∥∥∥∥

η−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h

∥∥∥∥∥∥

2

L2

+ E(η)− 〈f `k, η〉, (2.26)

where as before η0
0 := η0 and for ` = 0, the fraction

η−1
k −η

−1
k−1

τ is replaced by η∗. Moreover we

take η`+1
0 := η`N , since t`+1

0 = t`N . The term f `k is as before defined by (2.18).
Analogously as before we find (denoting the piecewise constant/affine interpolations as before)

that an approximation can be constructed.

Lemma 2.26. The minimizer η`k ∈ E exists. If η`k ∈ ∂E, then a (self-)collision occurred.

Assume that no collision happened, that is η`k ∈ int E for all k and `. Then it holds for a.a.
times t ∈ (0, T ) that

∂tη̂
(h)
(τ)(t)− ∂tη̂(h)

(τ)(t− h)

h
+DE

(
η

(h)
(τ)(t)

)
= f(t).

This is analogous to Lemma 2.19, only the stabilizing term −cτ∆∂tη
(h)
(τ)(t) is now missing.

Now we present the proof of the stability in this case. Notice in particular on the right hand
side, the term (1 + 4Cτh`) which linearly depends on τ and approaches 1 with τ → 0.

Theorem 2.27 (Stability for elastic solid). There exists a h0 > 0 and C > 0 depending on
E(η0), ‖η∗‖L2(Q), ‖f‖L2((0,T )×Q), the assumptions on E and T , such that for all Nτ = h ≤ h0

with h` ≤ T the following holds: If the corresponding approximation η`k does not reach a collision,

i.e. it satisfies η`k ∈ int E for all k and `, then the following stability estimate holds

max
k=1,...,N


E(η`k) +

1

N

k∑

i=1

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

L2


≤

(√
E(η0) +

1

2
‖η∗‖2L2 + ‖f‖L2((0,h`)×Q)

)2

(1 + 4Cτh`).

(2.27)

Proof. As before to ease the notation, the norm ‖·‖ without any index is the L2(Q) norm, and
〈·, ·〉 is the L2(Q) scalar product (or dual pairing of X and X∗ in the DE terms).
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We proceed by induction on `. Thus assume that the inequality (2.27) holds for ` − 1 (and
every k), and we want to prove it for `. Analogous to the damped case we need the following
auxiliary estimate for k = 1, . . . , N :

E(η`k) ≤ K := (1+4CτT )

(√
E(η0) +

1

2
‖η∗‖2L2 + ‖f‖L2((0,T )×Q)

)2

+h0 ‖f‖2L2((0,T )×Q) . (2.28)

But this estimate does however follow line by line by the argument in the proof of Theorem 2.22.
Indeed, the damping part is not used for any of the absorbed terms.

Hence we assume that η`k ∈ int E , with E is differentiable at η`k and we can test the minimizer

with a uniform bound. Now taking
η`k−η`k−1

τ as a test function gives

〈 η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h
,
η`k − η`k−1

τ

〉
+

〈
DE(η`k),

η`k − η`k−1

τ

〉
=

〈
f `k,

η`k − η`k−1

τ

〉
.

Using a(a− b) = a2

2 − b2

2 + (a−b)2
2 , we obtain for the first term

〈 η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h
,
η`k − η`k−1

τ

〉

=
1

2h

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

+
1

2h

∥∥∥∥∥
η`k − η`k−1

τ
−
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

− 1

2h

∥∥∥∥∥
η`−1
k − η`−1

k−1

τ

∥∥∥∥∥

2

.

Now multiply by τ , omit the middle term, use the non convexity estimate from Lemma 2.8
(again note that C is independent of k, ` by (2.28)) and obtain

τ

2h

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

+E(η`k) ≤
τ

2h

∥∥∥∥∥
η`−1
k − η`−1

k

τ

∥∥∥∥∥

2

+E(η`k−1)+τ

〈
f `k,

η`k − η`k−1

τ

〉
+Cτ2

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

where the constant C depends only on K.
Using the inequality

τ

〈
f `k,

η`k − η`k−1

τ

〉
≤ τ

∥∥∥f `k
∥∥∥
∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

we get, denoting a`k = E(η`k), b
`
k = 1

2

∥∥∥∥
η`k−η`k−1

τ

∥∥∥∥
2

, c = 2Cτ2, d`k = τ
∥∥f `k
∥∥ and N = h/τ the

inequality

a`k +
1

N
b`k ≤ a`k−1 +

1

N
b`−1
k + cb`k + d`k

√
b`k.

Now we are in a position to use the Two-scale Gronwall inequality with square root, Theo-
rem 2.16. Thus, provided c < 1

N (i.e. τh < 1
2C , which is guaranteed by h < h0 :=

√
2C), we

obtain

max
k=1,...,N

(
a`k +

1

N

k∑

i=1

b`i

)
≤



√
a0

0 + b00 +
1√

1− cN
∑̀

l=1

√√√√N
N∑

k=1

(d`k)
2




2

(1−cN)−`, ` = 1, . . . ,M−1.

Further, for c ≤ 1
2N (i.e. τh ≤ 1

4C , which is guaranteed by h ≤ h0 := 1
2
√
C

) we have (1−cN)−` ≤
1 + 2cN`, so that this implies

max
k=1,...,N


E(η`k) +

1

N

k∑

i=1

∥∥∥∥∥
η`k − η`k−1

τ

∥∥∥∥∥

2

 ≤



√
E(η0) +

1

2
‖η∗‖2 +

∑̀

l=1

h

√√√√ 1

N

N∑

k=1

‖f `k‖2



2

(1+4Cτh`).

Finally using Lemma 2.21, from which we know, using a Jensen inequality

∑̀

l=1

h

√√√√ 1

N

N∑

k=1

‖f `k‖2 ≤

√√√√∑̀

l=1

N∑

k=1

τ‖f `k‖2 ≤ ‖f‖L2((0,h`)×Q)

the proof is finished.
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�

2.12. Stability estimate without stabilizing term–general. The conditions in Assump-
tion 2.2, replacing (A.5) by (A.5′) are chosen precisely in such a way that we have the same
stability result as in the previous section. Hence the proof is the same as the proof for elastic
solids after making the obvious changes, therefore we omit it. And we reach with the following
stability estimate:

Theorem 2.28. There exists a h0 > 0 and C > 0 depending on E(η0), ‖η∗‖H , ‖f‖L2((0,T );H),

the assumptions on E and T such that for all Nτ = h ≤ h0 if the corresponding approximation
η`k satisfies η`k ∈ int E we have the stability estimate

max
k=1,...,N


E(η`k) +

1

2N

k∑

i=1

∥∥∥∥∥
η`i − η`i−1

τ

∥∥∥∥∥

2

H


 ≤

(√
E(η0) +

1

2
‖η∗‖2H +

1

2
‖f‖L2((0,T );H)

)2

(1+4Cτh`),

for all `, with `h ≤ T .

Remark. Another possibility, in case (E.5’) holds, we can achieve stabilization by using cτ∂tη̂
(h)
(τ) ,

that is the minimization

η`k = arg min
η∈E

τh

2

∥∥∥∥∥∥

η−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h

∥∥∥∥∥∥

2

L2

+ E(η) +
cτ2

2

∥∥∥∥∥
η − η`−1

k

τ

∥∥∥∥∥

2

− 〈f `k, η〉.

The proof of the stability goes through the same way as in Theorem 2.22, utilizing the estimate
of Lemma 2.8 instead of Lemma 2.6, and gives same estimate as in Theorem 2.22.

3. Convergence rate

Now our focus will be on quantifying the convergence results, namely showing that the under
some regularity conditions, our scheme converges to the solution with a linear rate. Here we
focus on the model case of elastic energies. This means we stick to Assumptions 2.4. Further,
throughout the entire section we assume the W k0,2-case, that is

X = W k0,2(Q), and E2(η) =
1

2

∥∥∥∇k0η
∥∥∥

2

L2(Q)
. (3.1)

The convergence analysis here can also be applied to more abstract settings. For that one
needs to assume besides Assumption 2.2 that the estimates in Lemma 3.6 and Lemma 3.7 have
to be satisfied. In particular this follows when additionally to Assumption 2.2 the following two
assumptions are made:

(A.6) The limit solution η satisfies
∥∥∥∥
 a

0
DE(η(t+ s))−DE(η(t)) ds

∥∥∥∥
X∗
≤ Ca

for all t ∈ [0, T − a] and a ∈ [0, τ0].
(A.7) For all α, β ∈ E , γ ∈ X

〈DE(α)−DE(β)), γ〉 ≤ C ‖α− β‖X ‖γ‖H
are satisfied.

Please note that these assumptions are true for a large class of problems including the ODE
examples in the numeric section.

3.1. Time-regularity. In order to indicate the validity of the convergence analysis, we first
include here some higher order a-priori estimates for smooth solutions. Our technique is to
introduce the dissipation term of the form ε(−∆)k0∂tηε and then remove the term after having
obtained uniform estimates.

We have, for each ε > 0, given

η0 ∈ E , η∗ ∈ L2(Q), f ∈ L2((0, T );L2(Q)), (3.2)
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a solution ηε of

∂ttηε + (−∆)k0ηε + ε(−∆)k0∂tηε − div(∇ξe(∇ηε)) = f

ηε(t) ∈ E , t ∈ (0, T )

ηε(0) = η0

∂tηε(0) = η∗
ηε(t, x) = x, x ∈ ΓD

∂νηε(t, x) = ν(x), x ∈ ΓN .

(3.3)

provided no collision happens in the time interval (0, T ).
By the previous, we have the existence of ηε with

ηε ∈ L∞((0, T );W k0,2(Q)), ∂tηε ∈ L∞((0, T );L2(Q)), ∂tηε ∈ L2((0, T );W k0,2(Q))

satisfying the estimates

‖ηε‖L∞((0,T );Wk0,2(Q)) , ‖∂tηε‖L∞((0,T );L2(Q)) ,
√
ε ‖∂tηε‖L2((0,T );Wk0,2(Q)) ≤ C(η0, η∗, f), (3.4)

here and further C(. . . ) is a constant depending on the parameters in parenthesis. Indeed, one
can use the approximation

η`k = arg min
η∈E

τh

2

∥∥∥∥∥∥

η−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h

∥∥∥∥∥∥

2

L2

+ ε
τ

2

∥∥∥∥∥∇
k0
η − η`k−1

τ

∥∥∥∥∥

2

L2

+ E(η)− 〈f `k, η〉,

with the same initial conditions as used in (2.17). Following step by step the argument in The-
orem 2.27, uniform stability estimates are available with the dissipation additionally appearing
on the left hand side. Hence by the usual weak compactness results and compact embeddings a
solution to (3.3) can be established by letting τ, h→ 0.

We now investigate higher time regularity, given regularity of initial conditions and the right
hand side. In particular we note which estimate do or do not depend on ε. For ease of notation
let us denote

W k0,2
D (Q) := {η ∈W k0,2(Q) : η(x) = x for x ∈ ΓD}.

We begin with the following lemma.

Lemma 3.1. The following problem for β

∂ttβ + (−∆)k0β + ε(−∆)k0∂tβ = g, in (0, T )

β(0) = β0

∂tβ(0) = β∗

has, for given data

g ∈ L2((0, T );W−1,2(Q)), β0 ∈W k0,2
D (Q), β∗ ∈ L2(Q)

a unique solution β with

β ∈ L∞((0, T );W k0,2
D (Q)), ∂tβ ∈ L∞((0, T );L2(Q)), ∂tβ ∈ L2((0, T );W k0,2(Q))

satisfying the estimate

‖β‖L∞((0,T );Wk0,2(Q)) , ‖∂tβ‖L∞((0,T );L2(Q)) ,
√
ε ‖∂tβ‖L2((0,T );Wk0,2(Q)) ≤ C = C(ε, β0, β∗, g).

(3.5)

Proof. We show the statement by Galerkin approximation. Let {wk}k∈N ⊂ W k0,2(Q) be an
orthogonal basis, moreover orthonormal in L2(Q). Then for n ∈ N we solve the following system
of ODE

α′′k(t) + αk(t)
∥∥∥∇k0wk

∥∥∥
2

L2
+ α′k(t)ε

∥∥∥∇k0wk
∥∥∥

2

L2
= 〈g, wk〉, k = 1, . . . , n.

αk(0) = 〈β0, wk〉L2 ,

α′k(0) = 〈β∗, wk〉L2 .
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The existence of absolutely continuous solutions αk : (0, T ) → R is standard theory of ODE.
Then βn(t) =

∑n
k=1 αk(t)wk solves the equation

〈∂ttβn, wk〉L2 + 〈∇k0βn,∇k0wk〉L2 + ε〈∇k0∂tβn,∇k0wk〉L2 = 〈g, wk〉, k = 1, . . . , n,

〈βn(0), wk〉L2 = 〈β0, wk〉L2 ,

〈∂tβn(0), wk〉L2 = 〈β∗, wk〉L2 .

Now we multiply by α′k and sum for k = 1, . . . , n (i.e. use ∂tβn as a test function), so we obtain

1

2
∂t ‖∂tβn‖2L2 +

1

2
∂t

∥∥∥∇k0βn
∥∥∥

2

L2
+ ε

∥∥∥∇k0∂tβn
∥∥∥

2

L2
= 〈g, ∂tβn〉L2 ≤ 1

2ε
‖g‖2W−1,2 +

ε

2
‖∇∂tβn‖2L2

Absorbing the last term and using the Gronwall inequality gives

1

2
‖∂tβn‖2L∞((0,T );L2) +

1

2

∥∥∥∇k0βn
∥∥∥

2

L∞((0,T );L2)
+
ε

2

∥∥∥∇k0∂tβn
∥∥∥

2

L2((0,T );L2)
≤ C(ε, β0, β∗, g).

Passing n → ∞ gives the result. Finally, uniqueness of the solution can be readily seen from
linearity. �

The lemma will now be used to show a better regularity of ηε.

Lemma 3.2. Let it further be satisfied that

η0 ∈W 2k0,2(Q), η∗ ∈W 2k0,2(Q), ∂tf ∈W 1,2((0, T );L2(Q)). (3.6)

Let ηε be a solution of

∂ttηε + (−∆)k0ηε + ε(−∆)k0∂tηε − div(∇ξe(∇ηε)) = f,

ηε(0) = η0,

∂tηε(0) = η∗.

Then it holds

∂tηε ∈ L∞((0, T );W k0,2(Q)), ∂ttηε ∈ L∞((0, T );L2(Q)), ∂ttηε ∈ L2((0, T );W k0,2(Q))

with the estimate

‖∂tηε‖L∞((0,T );Wk0,2(Q)) , ‖∂ttηε‖L∞((0,T );L2(Q)) ,
√
ε ‖∂ttηε‖L2((0,T );Wk0,2(Q)) ≤ C(ε, η0, η∗, f).

Proof. Consider the problem for β

∂ttβ + (−∆)k0β + ε(−∆)k0∂tβ = ∂tf + div(∇ξe(∇ηε)∇∂tηε)
β(0) = η∗

∂tβ(0) = f(0)− (−∆)k0η0 − ε(−∆)k0η∗ + div(∇ξe(∇η0)).

(3.7)

We are in a position to use Lemma 3.1 with

g = ∂tf+div(∇ξe(∇ηε)∇∂tηε), β0 = η∗, β∗ = f(0)−(−∆)k0η0−ε(−∆)k0η∗+div(∇ξe(∇η0)).

Note that g, β0, β∗ lie in the correct spaces to apply Lemma 3.1, as ∇ξe(∇ηε) ∈ L∞((0, T )×Q)
and ∇∂tηε ∈ L2((0, T )×Q) implies g ∈ L2((0, T );W−1,2(Q)), and also assumptions (3.6) imply
β∗ ∈ L2(Q). Thus Lemma 3.1 gives existence of β with the respective estimates (3.5).

Now we need to check that β = ∂tηε. For this we define

η̃ε(t) := η0 +

� t

0
β dt.

Clearly ∂tη̃ε = β and now we need to check that η̃ε = ηε. We will show this by arguing that η̃ε
solves the same linear equation as ηε.

For this we integrate the equation (3.7) over (0, t) to obtain

∂tβ(t)− ∂tβ(0) + (−∆)k0 η̃ε(t)− (−∆)k0η0 + ε(−∆k0)β(t)− ε(−∆k0)β0

= f(t)− f(0) + div(∇ξe(∇ηε(t))− div(∇ξe(∇η0)).

Using the initial conditions on β we thus conclude that ∇ηε solves the linear equation with
initial conditions

∂ttη̃ε + (−∆)k0 η̃ε + ε(−∆k0)∂tη̃ε = f + div(∇ξe(∇ηε))
η̃ε(0) = η0
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∂tη̃ε(0) = η∗.

Since ηε solves the same linear equation and its solutions are unique, it follows that ηε = η̃ε.
Thus β = ∂tηε and the proof is finished. �

We now can prove the time regularity estimate for ηε, which is independent of ε.

Theorem 3.3 (Time regularity). Let it further be satisfied

η0 ∈W 2k0,2(Q), η∗ ∈W 2k0,2(Q), ∂tf ∈ L2((0, T );L2(Q)).

Then the solution ηε of (3.3) satisfies

∂ttηε ∈ L∞((0, T );L2(Q)), ∂tηε ∈ L∞((0, T );W k0,2(Q))

with the ε-independent estimate

‖∂ttηε‖L∞((0,T );L2(Q)) + ‖∂tηε‖L∞((0,T );Wk0,2(Q)) ≤ C = C(η0, η∗, f).

Proof. As shown during the proof of Lemma 3.2, ηε satisfies the equation

∂tttηε + (−∆)k0∂tηε + ε(−∆)k0∂ttηε = ∂tf + div(∇ξe(∇ηε)∇∂tηε)
ηε(0) = η0

∂tηε(0) = η∗

∂ttηε(0) = f(0)− (−∆)k0η0 − ε(−∆)k0η∗ + div(∇ξe(∇η0))

By the same lemma we have ∂ttηε ∈ L∞((0, T );L2(Q))∩L2((0, T );W k0,2(Q)) so we can use ∂ttηε
as a test function. This yields

1

2
∂t ‖∂ttηε‖2L2 +

1

2
∂t

∥∥∥∇k0∂tηε
∥∥∥

2

L2
+ ε

∥∥∥∇k0∂ttηε
∥∥∥

2

L2
= 〈∂tf, ∂ttηε〉+ 〈div(∇ξe(∇ηε)∇∂tηε), ∂ttηε〉
≤ ‖∂tf + div(∇ξe(∇ηε)∇∂tηε)‖L2 ‖∂ttηε‖L2 .

We now apply the chain rule (for which we have enough regularity by above)

div(∇ξe(∇ηε)∇∂tηε) = ∇2
ξe(∇ηε)∇2ηε∇∂tηε +∇ξe(∇ηε)∇2∂tηε.

Now estimate by Hölder inequality and the Sobolev inequality for the continuous embedding
W k0,2(Q) ⊂W 1,∞(Q) and the Poincaré inequality (here cs resp. cp is the Sobolev resp. Poincaré
constant)

‖div(∇ξe(∇ηε)∇∂tηε)‖L2 ≤
∥∥∇2

ξe(∇ηε)
∥∥
L∞

∥∥∇2ηε
∥∥
L2 ‖∇∂tηε‖L∞+‖∇ξe(∇ηε)‖L∞

∥∥∇2∂tηε
∥∥
L2

≤ (cs
∥∥∇2

ξe(∇ηε)
∥∥
L∞

∥∥∇2ηε
∥∥
L2 + cp ‖∇ξe(ηε)‖L∞)

∥∥∥∇k0∂tηε
∥∥∥
L2

Note that by the energy estimates (3.4) and Lemma 2.5 we have
∥∥∇2ηε

∥∥
L2 ,
∥∥∇2e(∇ηε)

∥∥
L∞ ≤ C = C(E(η0), ‖η∗‖L2 , f).

Therefore we have

1

2

(
∂t ‖∂ttηε‖2L2 + ∂t

∥∥∥∇k0∂tηε
∥∥∥

2

L2

)
+ ε

∥∥∥∇k0∂ttηε
∥∥∥

2

L2︸ ︷︷ ︸
≥0

≤ C
(

1 + ‖∂ttηε‖2L2 +
∥∥∥∇k0∂tηε

∥∥∥
2

L2

)

where C is independent of ε. Applying the Gronwall inequality to ‖∂ttηε‖2L2 +
∥∥∇k0∂tηε

∥∥2

L2 we
obtain the desired estimate

‖∂ttηε‖2L∞((0,T );L2(Q)) +
∥∥∥∇k0∂tηε

∥∥∥
2

L∞((0,T );L2(Q))
≤ eT

(
‖η∗‖2L2 +

∥∥∥∇k0η0

∥∥∥
2

L2
+ CT

)
,

where the right hand side depends on η0, η∗, f . �

Theorem 3.4 (Higher time regularity). Assume it holds

η0, η∗ ∈W 3k0,2(Q), f ∈W 2,2((0, T );L2(Q)).

and further assume that
∥∥∆2k0η∗

∥∥
L2(Q)

≤ 1
ε , then

∂ttηε ∈ L∞((0, T );W k0,2(Q)), ∂tttηε ∈ L∞((0, T );L2(Q)), ∂tttηε ∈ L2((0, T );W k0,2(Q)).
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with the ε-independent estimate

‖∂ttηε‖L∞((0,T );Wk0,2(Q)) + ‖∂tttηε‖L∞((0,T );L2(Q)) +
√
ε ‖∂tttηε‖L2((0,T );Wk0,2(Q)) ≤ C(η0, η∗, f).

Proof. This follows by an iteration of the previous proof. Use

g = ∂ttf + ∂tt div(∇ξe(∇ηε)),
β0 = f(0)− (−∆)k0η0 − ε(−∆)k0η∗ + div(∇ξe(∇η0)),

β∗ = ∂tf(0)− (−∆)k0η∗ − ε(−∆)k0β0 + div(∇2
ξe(∇η0)∇η∗),

we can readily verify the assumptions of Lemma 3.1, that is g ∈ L2((0, T );W−1,2(Q)), β0 ∈
W k0,2(Q), β∗ ∈ L2(Q). Proceed as in the proof of Lemma 3.2 to see that β = ∂ttηε has the given
regularity with given estimates. �

No dissipation limit. We will now see that when the dissipation vanishes, we obtain as the limit
ε→ 0 a solution to the problem without dissipation.

Theorem 3.5. For η0 ∈ W k0,2
D (Q), η∗ ∈ L2(Q), f ∈ L2((0, T );L2(Q)). Then there exists a

weak solution to

∂ttη + (−∆)k0η − div(∇ξe(∇η)) = f

η(0) = η0

∂tη(0) = η∗.

(3.8)

If further

η0 ∈W 2k0,2(Q), η∗ ∈W 2k0,2(Q), ∂tf ∈ L2((0, T );L2(Q)),

then

∂ttη ∈ L∞((0, T );L2(Q)), ∂tη ∈ L∞((0, T );W k0,2(Q)), η ∈ L∞((0, T );W 2k0,2
loc (Q))

with

‖∂ttη‖L∞((0,T );L2(Q)) + ‖∂tη‖L∞((0,T );Wk0,2(Q)) +
∥∥∥∆k0η

∥∥∥
L∞((0,T );L2(Q))

≤ C(η0, η∗, f).

If further,

η0, η∗ ∈W 3k0,2(Q), f ∈W 2,2((0, T );L2(Q)),

then

∂ttη ∈ L∞((0, T );W k0,2(Q)), ∂tttη ∈ L∞((0, T );L2(Q)), ∂tη ∈ L∞((0, T );W 2k0,2
loc (Q))

with

‖∂tttη‖L∞((0,T );L2(Q)) + ‖∂ttη‖L∞((0,T );Wk0,2(Q)) +
∥∥∥∆k0∂tη

∥∥∥
L∞((0,T );L2(Q))

≤ C(η0, η∗, f). (3.9)

Proof. Let for ε > 0 be ηε a solution of

∂ttηε + (−∆)k0ηε + ε(−∆)k0∂tηε − div(∇ξe(∇ηε)) = f

ηε(0) = η0

∂tηε(0) = η∗.

From the estimates (3.4) we see that there is a subsequence of ε → 0 (here and below not
relabelled), so that

ηε
∗
⇀ η in L∞((0, T );W k0,2(Q)), ∂tηε

∗
⇀ ∂tη in L∞((0, T );L2(Q)),

and moreover, by the Aubin-Lions lemma and the compact embedding of W k0,2(Q) into C1,α(Q),
we see that (for a further subsequence)

ηε → η in C([0, T ];C1,α(Q)). (3.10)

It remains to check that η solves the equation (3.8). Let us test the equation for ηε with a test
function ϕ ∈ C∞c ([0, T )×Q). Then we see

〈η∗, ϕ(0)〉+
� T

0
−〈∂tηε, ∂tϕ〉+〈∇k0ηε,∇k0ϕ〉+ε〈∇k0∂tηε,∇k0ϕ〉+〈∇ξe(∇ηε),∇ϕ〉dt =

� T

0
〈f, ϕ〉dt.
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Limit passage ε → 0 in the first two terms on the left is from the weak convergence of ηε resp.
∂tηε, and in the last term on the left from the strong convergence (3.10). Finally, regarding the
dissipation term we estimate

∣∣∣∣
� T

0
ε〈∇k0∂tηε,∇k0ϕ〉 dt

∣∣∣∣ ≤
√
ε
√
ε
∥∥∥∇k0∂tηε

∥∥∥
L2((0,T );L2(Q))

∥∥∥∇k0ϕ
∥∥∥
L2((0,T );L2(Q))

→ 0,

since by the (3.4),
√
ε
∥∥∇k0∂tηε

∥∥
L2((0,T );L2(Q))

is bounded independent of ε. So passing to the

limit ε→ 0 we have

〈η∗, ϕ(0)〉+

� T

0
−〈∂tη, ∂tϕ〉+ 〈∇k0η,∇k0ϕ〉+ 〈∇ξe(∇η),∇ϕ〉dt =

� T

0
〈f, ϕ〉dt.

Further, the initial condition η(0) = η0 is satisfied due to ηε(0) = η0 and the strong convergence
(3.10).

The regularity estimates except for the ∆k0η and ∆k0∂tη follow by the uniform in ε estimates
in Theorem 3.3 and Theorem 3.4. Further, they imply in the first case that f(t) − ∂ttη(t) +
div(∇ξe(∇η(t))) ∈ L∞((0, T );L2(Q)), which implies that

(−∆)k0η(t) = f(t)− ∂ttη(t) + div(∇ξe(∇η(t)))

almost everywhere and the estimate of ∆k0η follows.
Similarly, we find in the second case that ∂tf(t)−∂tttη(t)+div(∇2

ξe(∇η(t))∇∂tη(t)) is bounded

in L∞((0, T );L2(Q)). Hence

(−∆)k0∂tη(t) = ∂tf(t)− ∂tttη(t) + div(∇2
ξe(∇η(t))∇∂tη(t)),

is satisfied almost everywhere and the estimate of ∆k0∂tη follows.

The regularity inW 2k0,2
local (Q) follows by the local regularity theory for the (k0)-Laplace equation

(which follows by applying iteratively the local theory for the Poisson equation). �

Remark (Space regularity). Please observe that in many situations the fact that ∆k0η ∈ L2(Q)
implies global higher spacial regularity up to η ∈W 2k0,2(Q). This regularity however sensitively
depends on the regularity and shape of the domain. For the sake of the generality of domains
and boundary values we decided to not make this specific here. Certainly, local estimates are
always available by the classical theory for the Poisson equation.

Remark (Improvement of regularity with dissipation). In case that the equation includes a
dissipation term (−∆)k0∂tη, we can observe a time regularizing effect, known from parabolic
equations. Therefore in that case, it is possible to start with initial data of no higher regularity,
namely only (3.2). By a suitable testing of the equation we get that the regularity improves in
an arbitrarily short time interval, and therefore it is possible to take this new time as initial and
perform the procedure above.

3.2. Convergence rate – elastic solid. Now we turn to the main question of this section,
the rate of convergence of our scheme. In this section we again, to ease the notation, adopt
the convention that ‖ · ‖ without any index is the L2(Q)-norm, resp. 〈·, ·〉 is the L2(Q)-scalar
product (or dual pairing in the DE1 terms). Moreover we strengthen the assumption (E.1) so
that e has one more derivative:

(E.1’) e ∈ C3(Rn×ndet>0), where Rn×ndet>0 = {M ∈ Rn×n : detM > 0}.
The solution η solves the equation (2.3) To compare η with our minimizing movements approx-
imation {η`k}k,` defined by (2.17) or by (2.26), we will make a discrete version of η. For this let

us integrate the equation in (2.3) over time s ∈ (t− h, t) and then t ∈ (t`k−1, t
`
k) and divide by τ

and h, to get (recall the definition (2.18) of f `k)

η(t`k)−η(t`k−1)

τ − η(t`−1
k )−η(t`−1

k−1)

τ

h
+

 τ

0

 h

0
DE(η(t`k−1 + s+ σ)) dsdσ = f `k (3.11)

Please recall that we have introduced two schemes for construction of η`k, one with stabilization

term (2.17) and one without it (2.26). All calculations are made here for η`k with the dissipa-
tion term, that is from the approximation (2.17). We remark here that the version without

stabilization (2.26), the only difference is that the term −cτ∆
η`k−η`k−1

τ will not appear. Thus all
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the calculations below go through (slightly more simply) also in this case, and we get the same
result.

Let us thus recall the Euler-Lagrange equation for η`k ∈ int E (recall that we exclude collisions):

η`k−η`k−1

τ − η`−1
k −η`−1

k−1

τ

h
+DE(η`k)− cτ∆

η`k − η`k−1

τ
= f `k. (3.12)

Subtract (3.12) and (3.11), denote the error term by e`k = η`k − η(t`k) and get

e`k−e`k−1

τ − e`−1
k −e`−1

k−1

τ

h
− cτ∆

η`k − η`k−1

τ
+

 τ

0

 h

0
DE(η`k)−DE(η(t`k−1 + s+ σ)) ds dσ = 0

We add and subtract DE(η(t`k))− cτ∆
η(t`k)−η(t`k−1)

τ , so that

e`k−e`k−1

τ − e`−1
k −e`−1

k−1

τ

h
+DE(η`k)−DE(η(t`k))− cτ∆

e`k − e`k−1

τ

=

 τ

0

 h

0
DE(η(t`k−1 + s+ σ))−DE(η(t`k)) ds dσ + cτ∆

η(t`k)− η(t`k−1)

τ
.

Use as a test function
e`k−e`k−1

τ to obtain

1

2h

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+
1

2h

∥∥∥∥∥
e`k − e`k−1

τ
−
e`−1
k − e`−1

k−1

τ

∥∥∥∥∥

2

+

〈
∇k0e`k,∇k0

e`k − e`k−1

τ

〉
+cτ

∥∥∥∥∥∇
e`k − e`k−1

τ

∥∥∥∥∥

2

=
1

2h

∥∥∥∥∥
e`−1
k − e`−1

k−1

τ

∥∥∥∥∥

2

−
〈
DE1(η`k)−DE1(η(t`k)),

e`k − e`k−1

τ

〉

+

〈 τ

0

 h

0
DE(η(t`k−1 + s+ σ))−DE(η(t`k)) ds dσ,

e`k − e`k−1

τ

〉
−cτ

〈
∇η(t`k)− η(t`k−1)

τ
,∇e

`
k − e`k−1

τ

〉

so that

1

2h

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+
1

2h

∥∥∥∥∥
e`k − e`k−1

τ
−
e`−1
k − e`−1

k−1

τ

∥∥∥∥∥

2

+
1

2τ

∥∥∥∇k0e`k
∥∥∥

2
+

1

2τ

∥∥∥∇k0e`k −∇k0e`k−1

∥∥∥
2

+cτ

∥∥∥∥∥∇
e`k − e`k−1

τ

∥∥∥∥∥

2

=
1

2h

∥∥∥∥∥
e`−1
k − e`−1

k−1

τ

∥∥∥∥∥

2

+
1

2τ

∥∥∥∇k0e`k−1

∥∥∥
2
−
〈
DE1(η`k)−DE1(η(t`k)),

e`k − e`k−1

τ

〉

+

〈 τ

0

 h

0
DE(η(t`k−1 + s+ σ))−DE(η(t`k)) ds dσ,

e`k − e`k−1

τ

〉
−cτ

〈
∇η(t`k)− η(t`k−1)

τ
,∇e

`
k − e`k−1

τ

〉
.

(3.13)

Therefore we need to estimate the two terms containing the difference of energies. These will
be estimated in the following two lemmas.

Lemma 3.6. There exist C1, C2 depending on the energy bound of Theorem 2.27 such that

〈DE1(η`k)−DE1(η(t`k)), e
`
k − e`k−1〉 ≤ τC1

∥∥∥∇k0e`k
∥∥∥

2
+ τC2

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

Proof. Write

〈DE1(η`k)−DE1(η(t`k)), e
`
k − e`k−1〉 =

�
Q

(∇ξe(∇η`k)−∇ξe(∇η(t`k)) : ∇(e`k − e`k−1) dx (3.14)

and denote ηθ = θη`k + (1 − θ)η(t`k) for θ ∈ [0, 1]. We modify the energy density e so that it
remains bounded on ∇ηθ over Q, in the following way.

Let us take ẽ : Rn×n → R, ẽ ∈ C3(Rn×n), ẽ(ξ) = e(ξ) for ξ ∈ Rn×n, det ξ ≥ ε0, |ξ| ≤ C,
where ε0 is the lower bound on the determinant (E.3) and C is from the energy estimate of
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Theorem 2.27, such that ‖ẽ‖C3(Rn×n) depends only on these constants. Such ẽ can be constructed
e.g. as

ẽ = e · (χRn×ndet≥ε0+Bδ(0) ∗ ψδ), where 2δ = dist
(
Rn×ndet≤0, {ξ ∈ Rn×n : det ξ ≥ ε0, |ξ| ≤ C}

)
,

where χM is the characteristic function of M , ψδ is the standard mollifier and ∗ denotes convo-
lution.

Then we have e(∇η`k) = ẽ(∇η`k) and e(∇η(t`k)) = ẽ(∇η(t`k)). Thus, since ẽ is everywhere finite
and C3, we can write

〈DE1(η`k)−DE1(η(t`k)), e
`
k−e`k−1〉 =

�
Q

� 1

0
∇2
ξ ẽ(∇(θη`k+(1−θ)η(t`k))) dθ : ∇e`k : ∇(e`k−e`k−1) dθ dx

Integrating by parts, this gives

= −
�
Q

� 1

0
∇3
ξ ẽ(∇ηθ)∇2ηθ dθ : ∇e`k : (e`k− e`k−1) dx−

�
Q

� 1

0
∇2
ξ ẽ(∇ηθ) dθ : ∇2e`k · (e`k− e`k−1) dx.

Hence we can use the Hölder inequality and obtain

〈DE1(η`k)−DE1(η(t`k)), e
`
k − e`k−1〉

≤
� 1

0

∥∥∇3
ξ ẽ(∇ηθ)

∥∥
L∞

∥∥∇2ηθ
∥∥
∥∥∥∇e`k

∥∥∥
L∞

∥∥∥e`k − e`k−1

∥∥∥+
∥∥∇2

ξ ẽ(∇ηθ))
∥∥
L∞

∥∥∥∇2e`k

∥∥∥
∥∥∥e`k − e`k−1

∥∥∥dθ.

We have, by our estimates, (C independent of time)
∥∥∇3

ξ ẽ(∇ηθ)
∥∥
L∞

,
∥∥∇2ηθ

∥∥ ≤ C
and by the embedding W 1,∞(Q) ⊂W k0,2(Q)

∥∥∥∇e`k
∥∥∥
L∞
≤ C

∥∥∥∇k0e`k
∥∥∥

which in total, after Poincaré inequality
∥∥∇2e`k

∥∥ ≤ C
∥∥∇k0e`k

∥∥ gives

〈DE1(η`k)−DE1(η(t`k)), e
`
k−e`k−1〉 ≤ C

∥∥∥∇k0e`k
∥∥∥
∥∥∥e`k − e`k−1

∥∥∥ ≤ C1τ
∥∥∥∇k0e`k

∥∥∥
2
+C2τ

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

with constants C1, C2 independent of τ . �
Remark. A more explicit construction of ẽ can be obtained in the case that e explicitly depends
on det∇η. Suppose that e ∈ C3(Rn×ndet>0) is of the form

e(ξ) = h(ξ, det ξ) with h ∈ C3(Rn×n × (0,∞)).

Then we can truncate

h̃(ξ, det ξ) = h(ξ, ψ(det ξ))),

where ψ is some smoothing of max(ε0, ·), so e.g. ψ ∈ C3(R) with ψ(t) = t for t ≥ ε0, ψ(t) = ε0/2
for t ≤ ε0/2 and |ψ′′| ≤ C/ε0. Then

ẽ(ξ) = h̃(ξ,det ξ)

fulfils the required properties.

Lemma 3.7. We have for C ≡ C(η0, η∗, f) given by (3.9) that
〈 τ

0

 h

0
DE(η(t`k−1 + s+ σ))−DE(η(t`k)) ds dσ, e`k − e`k−1

〉
≤ C(h+ τ)

∥∥∥e`k − e`k−1

∥∥∥ .

Proof. We only provide here the estimate for E2. The estimate for E1 follows in the same way
but needs much less regularity. Recall the definition of E2 in (3.1) and compute, given the
regularity from Theorem 3.5,

〈
 τ

0

 h

0
DE2(η(t`k−1 + s+ σ))−DE2(η(t`k)) ds dσ, e`k − e`k−1〉

=

 τ

0

 h

0

�
Q
∇k0(η(t`k−1 + s+ σ)− η(t`k)) : ∇k0(e`k − e`k−1) dx dsdσ
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=

�
Q

 τ

0

 h

0
∇k0(η(t`k−1 + s+ σ)− η(t`k)) ds dσ : ∇k0(e`k − e`k−1) dx

=

�
Q

 τ

0

 h

0
(−∆)k0(η(t`k−1 + s+ σ)− η(t`k)) ds dσ : (e`k − e`k−1) dx.

Now
∥∥∥∥
 τ

0

 h

0
(−∆)k0(η(t`k−1 + s+ σ)− η(t`k)) dsdσ

∥∥∥∥ ≤
 τ

0

 h

0
(s+ σ)

∥∥∥∂t(−∆)k0η
∥∥∥ ds dσ

=
∥∥∥∂t(−∆)k0η

∥∥∥
L∞((0,T );L2(Q))

τ + h

2
,

which implies the result by Theorem 3.5. �

Finally we are in the position to show the convergence rate result.

Theorem 3.8 (Convergence rate for elastic solid). Let the initial data satisfy

η0 ∈W 2k0,2(Q), η∗ ∈W 2k0,2(Q), ∂tf ∈ L2((0, T );L2(Q)).

There exists a h0 > 0 and constants C1, C depending on E(η0), ‖η∗‖L2, ‖f‖L2((0,T );L2(Q)) and

T , such that for all 0 < τ ≤ h ≤ h0 (recall that we have Nτ = h and Mh = T , and the error
term is defined as e`k = η`k − η(t`k)) the following convergence rate estimate holds

max
k=1,...,N


1

2

∥∥∥∇k0e`k
∥∥∥

2
+

1

2N

k∑

i=1

∥∥∥∥∥
e`i − e`i−1

τ

∥∥∥∥∥

2

 ≤ (τ2 + h2)CTeC1h`, ` = 1, . . . ,M.

Proof. Throughout the proof C is a constant, depending on on E(η0), ‖η∗‖L2 , ‖f‖L2((0,T );L2(Q))

and T . From (3.13) we get, omitting the 1
2h

∥∥∥∥
e`k−e`k−1

τ − e`−1
k −e`−1

k−1

τ

∥∥∥∥
2

term and multiplying by τ ,

τ

2h

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+
1

2

∥∥∥∇k0e`k
∥∥∥

2
+

1

2

∥∥∥∇k0e`k −∇k0e`k−1

∥∥∥
2

+ cτ2

∥∥∥∥∥∇
e`k − e`k−1

τ

∥∥∥∥∥

2

≤ τ

2h

∥∥∥∥∥
e`−1
k − e`−1

k−1

τ

∥∥∥∥∥

2

+
1

2

∥∥∥∇k0e`k−1

∥∥∥
2
− 〈DE1(η`k)−DE1(η(t`k)), e

`
k − e`k−1〉

+

〈 τ

0

 h

0
DE(η(t`k−1 + s+ σ))−DE(η(t`k)) ds dσ, e`k − e`k−1

〉

− cτ2

〈
∇η(t`k)− η(t`k−1)

τ
,∇e

`
k − e`k−1

τ

〉
.

Using the inequalities from Lemma 3.6 and Lemma 3.7

τ

2h

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+
1

2

∥∥∥∇k0e`k
∥∥∥

2
+

1

2

∥∥∥∇k0e`k −∇k0e`k−1

∥∥∥
2

+ cτ2

∥∥∥∥∥∇
e`k − e`k−1

τ

∥∥∥∥∥

2

≤ τ

2h

∥∥∥∥∥
e`−1
k − e`−1

k−1

τ

∥∥∥∥∥

2

+
1

2

∥∥∥∇k0e`k−1

∥∥∥
2
+τC1

∥∥∥∇k0e`k
∥∥∥

2
+τC2

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+C(h+τ)
∥∥∥e`k − e`k−1

∥∥∥

− cτ2

〈
∇η(t`k)− η(t`k−1)

τ
,∇e

`
k − e`k−1

τ

〉

For the last term, thanks to the regularity of Theorem 3.5, we can write ∆
η(t`k)−η(t`k−1)

τ =

1
τ

� t`k
t`k−1

∂t∆η dt to get the estimate

− cτ2

〈
∇η(t`k)− η(t`k−1)

τ
,∇e

`
k − e`k−1

τ

〉
= cτ2

〈
∆
η(t`k)− η(t`k−1)

τ
,
e`k − e`k−1

τ

〉
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≤ cτ2‖∂t∆η‖L∞((0,T );L2(Q))

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥ .

Finally use Young inequality and the estimate of Theorem 3.5

cτ2‖∂t∆η‖L∞((0,T );L2(Q))

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥ ≤ Cτ
3 + Cτ

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

.

By a further Young inequality

C(τ + h)
∥∥∥e`k − e`k−1

∥∥∥ ≤ τC(τ2 + h2) + τ
1

2

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

we arrive at

τ

2h

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+
1

2

∥∥∥∇k0e`k
∥∥∥

2
+ cτ2

∥∥∥∥∥∇
e`k − e`k−1

τ

∥∥∥∥∥

2

≤ τ

2h

∥∥∥∥∥
e`−1
k − e`−1

k−1

τ

∥∥∥∥∥

2

+
1

2

∥∥∥∇k0e`k−1

∥∥∥
2
+ τC1

∥∥∥∇k0e`k
∥∥∥

2
+ τC2

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+ τC(τ2 + h2) + τ
1

2

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

+ Cτ3 + Cτ

∥∥∥∥∥
e`k − e`k−1

τ

∥∥∥∥∥

2

.

Finally we get, denoting a`k = 1
2

∥∥∇k0e`k
∥∥2

, b`k = 1
2

∥∥∥∥
e`k−e`k−1

τ

∥∥∥∥
2

that

a`k +
1

N
b`k ≤ a`k−1 +

1

N
b`−1
k + τ(C2 + 1/2 + C)b`k + τC(3τ2 + h2).

Thus we can use the Two-scale Gronwall inequality, Theorem 2.15 and obtain, since a0
0 = 0,

b00 = 0 (as η and η`k satisfy the same initial conditions), and MNτ = T , the desired estimate

max
k=1,...,N


1

2

∥∥∥∇k0e`k
∥∥∥

2
+

1

2N

k∑

i=1

∥∥∥∥∥
e`i − e`i−1

τ

∥∥∥∥∥

2

 ≤ CT (τ2 + h2)e(C2+1/2+C)h`.

�

4. Numerical experiments

We discuss some numerical experiments on the case of ODE in one dimension. These experi-
ments verify:

(1) The expected optimality of the rates demonstrated in this paper. See Figure 2 where it
is seen that the rate is indeed linear.

(2) A characteristic danger in non-convex regimes, which is the possibility to “land in the
wrong well”; summarized in the necessity of the appearance of τ0 in the stability and
convergence results. Indeed, if τ is to large one may get trapped in the wrong well; see
Figure 1.

(3) The expected differences between the fully discrete, the time-delayed and the continuous
solution. That is that the difference between the time-delayed solution and the time-
discrete solution is of order τ , while the difference between the time-delayed solution and
the limit solution is of order h. This also indicates that choosing τ = h is commonly
optimal with regard to convergence; see Figure 1.

We consider a double-well potential, with minima at 1 and −1

E(x) = (x2 − 1)2.

We will compare the solution of

x′′(t) + E′(x(t)) = 0, t ∈ (0, T )

x(0) = x0,

x′(0) = x∗



IN TIME CONVERGENCE OF HYPERBOLIC APPROXIMATIONS 33

with that of our minimizing movements approximation x
(h)
(τ). We will consider here the case

τ = h, which is according to our theory a good choice. Recall that our minimizing movements
approximation is then defined as

xk = arg min
x∈R

τ2

2

∣∣∣∣∣
x−xk−1

τ − xk−1−xk−2

τ

τ

∣∣∣∣∣

2

+ E(x),

where for k = 1 we replace the fraction x0−x−1

τ by x∗, and the piecewise constant resp. piecewise
affine interpolations x(τ) resp. x̂(τ) are defined as

x(τ)(t) = xk, t ∈ ((k − 1)τ, kτ ],

x̂(τ)(t) =
t− (k − 1)τ

τ
xk +

kτ − t
τ

xk−1, t ∈ [(k − 1)τ, kτ ].

Further for comparison we include the solution of the time-delayed equation

x′(t)− x′(t− h)

h
+ E′(x(t)) = 0,

x(0) = x0,

x′(s) = x∗, s ∈ (−h, 0].

h = τ = 1:

1 2 3 4 5

-1.0

-0.5

0.5

1.0

h = τ = 1/5:

1 2 3 4 5

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2
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h = τ = 10−2:

1 2 3 4 5

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2

Figure 1. Comparison of the our approximation x̂(τ) (blue) with the time-
delayed solution (dashed) and the limit solution (red). Note that with too large
parameter h = τ = 1 the solution overshoots and ends up in the other local
minimum of E.

τ = h
∥∥x− x̄(τ)

∥∥
L∞((0,T ))

0.5 0.42947058
0.2 0.40930512
0.1 0.35324727
0.05 0.27452178
0.02 0.16104612
0.01 0.09451410
0.005 0.05162134
0.002 0.02183888
0.001 0.01113153
0.0005 0.00562018
0.0002 0.00226120
0.0001 0.00113302
0.00005 0.00056687
0.00002 0.00021291

10 4 10 3 10 2 10 1

10 3

10 2

10 1

x
x (

)
L

((0
,T

))

Figure 2. Table and graph (in log scale) showing the predicted error decay of
the minimizing movements approximation, for different time steps.
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[ČGK24] Antońın Češ́ık, Giovanni Gravina, and Malte Kampschulte. Inertial evolution of non-linear viscoelastic
solids in the face of (self-)collision. Calculus of Variations and Partial Differential Equations, 63(2):55,
February 2024.

[Cia88] Philippe G. Ciarlet. Mathematical Elasticity. Volume I, Three-dimensional Elasticity. North-Holland ;
Sole distributors for the U.S.A. and Canada, Elsevier Science Pub. Co., Amsterdam, New York, 1988.
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148, may 2023.

[LO16] Tim Laux and Felix Otto. Convergence of the thresholding scheme for multi-phase mean-curvature
flow. Calculus of Variations and Partial Differential Equations, 55(5):129, 2016.

[May00] Uwe F Mayer. A numerical scheme for moving boundary problems that are gradient flows for the area
functional. European Journal of Applied Mathematics, 11(1):61–80, 2000.
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FLUID-STRUCTURE INTERACTIONS WITH SLIP

ANTONÍN ČEŠÍK, MALTE KAMPSCHULTE, AND SEBASTIAN SCHWARZACHER

Abstract. We construct weak solutions to the fluid-structure interaction problem of a Navier-
Stokes fluid interacting with a nonlinear viscoelastic bulk solid. Our weak formulation consists
of two types of test functions: continuous over the fluid-solid domain, and fluid-only test
functions with nonzero tangential component at the boundary. We further show that this weak
formulation is compatible with the strong formulation in the sense that regular weak solutions
are also strong solutions.
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1. Introduction

Recently there has been much interest in the construction of weak solutions for fluid-structure
interaction problems. The former results have been in lower dimensional structures, such as
plates or shells, interacting with fluids [BS18, SS22, MS22, MC13, MČ15, MMN+22, MC13,
KSS23, BS23, LR14]. More recently, a variational approach was devised [BKS23b] which allows
for treatment of bulk solids interacting with fluids, giving rise to several new results in this
setting [BKS24, BKS23a, KMT24]. In this paper we wish to contribute to this ongoing research,
including the possibility of a full slip at the fluid-solid interface. We mention also the recent
result [LMN24] treating slip in the case of an elastic shell.

We employ the physical setup of a viscoelastic bulk solid immersed in an incompressible
Navier-Stokes fluid as in [BKS23b]. We fix a container Ω ⊂ Rd and consider both the fluid and
the solid to be confined to Ω. The solid is described with respect to a Lagrangian reference
configuration Q ⊂ Rd. The solid deformation is then η : (0, T ) × Q → Ω, so that η(t) = η(t, ·)
is the deformation of the solid at the time t ∈ (0, T ). The spatial dimension is d ≥ 2 with

Date: July 31, 2024.

1



2 ANTONÍN ČEŠÍK, MALTE KAMPSCHULTE, AND SEBASTIAN SCHWARZACHER

d = 3 and d = 2 being the most physically relevant ones. We assume that the fluid occupies
the rest of the container not occupied by the solid. That is, the fluid at time t is defined on
the domain Ω(t) = Ω \ η(t, Q). and is determined by the velocity v(t) : Ω(t)→ Rd and pressure
p : Ω(t)→ R.

Q

reference solid

η
Ω(t)

physical domain Ω

η(Q)

Figure 1. Geometrical depiction of the fluid-structure interaction problem.

Now let us describe the equations of motion. We assume, similarly as in previous works
[BKS23b, ČGK24, BKS24], the for the solid the Piola-Kirchhoff stress tensor can be derived
from the energy and dissipation potentials. Thus the momentum equation for the solid is

ρs∂ttη +DE(η) +D2R(η, ∂tη) = ρsf in Q

where ρs is the (reference) solid density and f : (0, T ) × Ω → Rd the external force in the
Eulerian configuration. The fluid will be assumed to be satisfy an incompressible Navier-Stokes
equation, so that

ρf (∂tv + v · ∇v) = ν∆v −∇p+ ρff in Ω(t)

with the incompressibility condition

div v = 0 in Ω(t).

The kinematic coupling to the fluid-solid will be through an impermeability condition. That is,
it holds

v · n = (∂tη ◦ η−1) · n on ∂η(t, Q)

where n is the normal vector to the fluid-solid interface ∂η(t, Q) (i.e. also the normal vector
to ∂Ω(t) on the interface part). On the outer boundary of the container, we also prescribe the
impermeability condition

v · n = 0 on ∂Ω.

Additionally to the kinematic coupling condition there will be the equalities of stress with
the slipping law, and also of the solid hyperstress (which arises due to the presence of second
gradients). All these boundary conditions are stated in the definition of strong solutions, namely
Definition 3.3.

Further, the solid is presumed to satisfy the no-interpenetration of matter in the form of the
Ciarlet-Nečas condition

|η(Q)| =
∫

Q
det∇η(x) dx.

Finally, we complete the system by prescribing the initial conditions

η(0) = η0, ∂tη(0) = η∗, v(0) = v0, Ω(0) = Ω \ η0(Q).

In contrast to no-slip boundary conditions in case of slip the tangential component of the
fluid velocity is not fixed at the interface. Hence, as stated above, the kinematic coupling
condition reduces to impermeability. In the framework of weak solution the test functions have
to be adapted accordingly. Typically for fluid-structure interactions, the space of test function is
non-linearly related to the solution. In contrast to the no-slip case, in the case of slip the normal
vector of the geometry (that comes from the time-changing solid deformation) influences the
test-function space. Hence the gradient of the solid deformation directly influences the weak-
formulation. In order to construct a solution this higher order influence is reduced to the fluid
equation.
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This explains why our weak formulation consists of two types of test function – what we
call the coupled and the fluid-only test functions. The coupled test functions are defined to
be continuous over Ω, and the corresponding Lagrangian test function for the solid is pulled
from η(Q) back to Q by η. Then the fluid-only test functions are defined on Ω(t) and have the
normal component zero on ∂η(·, Q). In essence only the tangential part of the fluid-only test
function on ∂η(·, Q) is important, and this is what gives rise to the slip. (Compare to [BKS23b]
where the only test functions are the continuous coupled ones, this results in no slip condition.)
Please note that the splitting of the weak formulation has to be performed on all levels of
approximation. This is necessary due to the regularity drop between solids (2nd order) and
fluids (1st order). Related to this deviation it turns out suitable to derive the proper a-priori
estimates already on the τ level (see below). Here we rely on our findings in [ČS23].

We then show the following existence result.

Theorem 1.1. The fluid-structure interaction problem has a weak solution in the sense of
Definition 3.1, until the time of the first solid-solid collision.

The paper is organized as follows. In Section 2 we introduce some preliminary material on
moving domains and the corresponding function spaces. In Section 3 we introduce the full weak
formulation of the problem, as well as the strong formulation, and show their equivalence for
regular solutions. In Section 4 we construct the solution by a variational time-stepping scheme
by multiple levels of approximation.

1.1. Assumptions on energy and dissipation. We work in the context of nonsimple elastic
materials [KR19], where the energy depends on higher gradient. It has been observed by [HK09]
that under suitable growths of the energy, a well-known issue of obtaining lower bound on the
Jacobian [Bal02] is circumvented, thus obtaining an Euler-Lagrange equation for the minimizer
is possible. As in previous results, we stick to this setting here.

The set of admissible deformations is defined as

E :=

{
η ∈W 2,q(Q;Rd) : η(Q) ⊂ Ω,det∇η > 0, |η(Q)| =

∫

Q
det∇η(x) dx

}
(1.1)

where q > d, so that we have the embedding W 2,q(Q;Rd) ⇀ C1,1−d/q(Q;Rd). Here we specify
the assumptions on the energy E and dissipation R. We assume that the elastic energy potential
E : W 2,q(Q;Rd)→ (−∞,∞] has the following properties:

(E.1) There is Emin > −∞ such that E(η) ≥ Emin for all η ∈ W 2,q(Q;Rd). Further, for
η ∈W 2,q(Q;Rd) with infQ det∇η > 0 it holds E(η) <∞.

(E.2) For every E0 ≥ Emin there exists ε0 > 0 such that E(η) ≤ E0 implies det∇η ≥ ε0 .
(E.3) For every E0 ≥ Emin there exists C such that E(η) ≤ E0 implies ‖∇2η‖Lq ≤ C.
(E.4) E is weakly lower semicontinuous. That is, for ηk ⇀ η in W 2,q(Q;Rd) it holds

E(η) ≤ lim inf
k→∞

E(ηk).

Further, E strongly continuous in W 2,q(Q;Rd).
(E.5) E is differentiable for η ∈ E with derivative DE(η) ∈ (W 2,q(Q;Rd))∗ given by

DE(η)〈ϕ〉 =
d

ds
E(η + εϕ))

∣∣∣∣
s=0

.

Furthermore, DE is bounded sublevel sets of E and continuous with respect to strong
W 2,q(Q;Rd) convergence.

(E.6) The derivative DE satisfies

lim inf
k→∞

(DE(ηk)−DE(η))〈(ηk − η)ψ〉 ≥ 0

for all ψ ∈ C∞0 (Q; [0, 1]) and all ηk ⇀ η in W 2,q(Q;Rd). Further, DE satisfies the
following Minty-type property : If

lim sup
k→∞

(DE(ηk)−DE(η))〈(ηk − η)ψ〉 ≤ 0
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for all ψ ∈ C∞0 (Q; [0, 1]), then ηk → η in W 2,q(Q;Rd).
(E.7) E satisfies the following non-convexity estimate: For all E0 ≥ Emin there exists C1 ≥ 0

such that for all η1, η0 ∈ E with E(η1), E(η0) ≤ E0 it holds

DE(η1)〈η1 − η0〉 ≥ E(η1)− E(η0)− C1‖∇η1 −∇η0‖2L2 .

For the the dissipation potentialR : W 2,q(Q;Rd)×W 1,2(Q;Rd)→ [0,∞) satisfies the following
properties:

(R.1) R is weakly lower semicontinuous in its second argument. That is, for all η ∈W 2,q(Q;Rd)
and all bk ⇀ b in W 1,2(Q;Rd) it holds

R(η, b) ≤ lim inf
k→∞

R(η, bk)

(R.2) R is 2-homogeneous in its second argument, that is,

R(η, λb) = λ2R(η, b), λ ∈ R.

(R.3) R admits the following Korn-type inequality : For every ε0 > 0, there is KR such that

KR‖b‖2W 1,2 ≤ ‖b‖2L2 +R(η, b)

for all η ∈ E with det∇η > ε0 and all b ∈W 1,2(Q;Rd).
(R.4) R is differentiable in its second argument, with the derivativeD2R(η, b) ∈ (W 1,2(Q;Rd))∗.

Further, the map (η, b) 7→ D2R(η, b) is bounded and weakly continuous with respect η
and b. This means that for all ϕ ∈ W 1,2(Q;Rd) and all ηk ⇀ η in W 2,q(Q;Rd) and
bk ⇀ b in W 1,2(Q;Rd) it holds

lim
k→∞

D2R(ηk, bk)〈ϕ〉 = D2R(η, b)〈ϕ〉.

The model case which satisfies these assumptions is

R (η, ∂tη) :=

∫

Q

∣∣∣(∇∂tη)T ∇η + (∇η)T (∇∂tη)
∣∣∣
2
dx =

∫

Q

∣∣∂t
(
∇ηT∇η

)∣∣2 dx,

E(η) :=

{∫
Q

[
1
8

∣∣∇ηT∇η − I
∣∣
C + 1

(det∇η)a + 1
q

∣∣∇2η
∣∣q
]
dx if det ∇η > 0 a.e. in Q,

+∞ otherwise,

denoting
∣∣∇ηT∇η − I

∣∣
C :=

(
C
(
∇ηT∇η − I

))
·
(
∇ηT∇η − I

)
with C being a positive definite

tensor of elastic constants, and a > qd
q−d . For a more detailed discussion of this model see

[BKS23b], and in particular for the discussion of the non-convexity estimate (E.7) see [ČS23].

1.2. The approximation. The construction of the solution will go through three levels of
approximation that we shall briefly describe here.

Spatial regularization – κ level. At the κ-level we introduce in the problem aW k0+2,2-regularization
of the solid energy and dissipation, as well as a W k0,2-regularization of the fluid dissipation.
Here k0 is chosen so large that W k0,2 ↪→W 2,q. The equations with this regularization are then
quadratic in the highest order, and thus using (∂tη, v) as a test function is admissible as long
as κ > 0. The two gradients more for the regularity of η are used in the approximation of test
functions in Proposition 2.6, since there we use the spatial extension of the normal n (recall
this is the normal to ∂η(·, Q)) to the fluid domain.

Time-delayed equation – h level. The h-level corresponds to replacing the equations by a time-
delayed equation where the second time derivative is discrete with scale h, and the first time
derivative is continuous. So that then

∂ttη ≈
∂tη − ∂tη(t− h)

h
, ∂tv + v · ∇v ≈ v ◦ Φh − v(t− h)

h

where Φh is the flow map, defined by ∂tΦt = v(t) ◦ Φt and Φ0 = id. The flow map has to be
constructed along with the solution.
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1.2.1. Minimizing movements – τ level. The first level is the minimizing movement approxima-
tion of the time-delayed problem with τ -steps. Note that the time-delayed equation can, on an
interval of length h, be seen as a gradient flow where ∂tη(· − h) and v(· − h) can be seen as a
given external force. Indeed, these quantities are already known from the previous h-interval.
Note that to get the τ -independent estimate, we do this already on the discrete τ level based
on [ČS23].

The approximation passes to the limits in the following order τ → 0, h → 0, κ → 0. This
then results in the solution of the full problem.

For a more detailed discussion of the scheme we refer the reader to [BKS23b]. Keep in mind
that in this original paper, the parameters κ and h are tied together and h → 0, κ → 0 is
performed simultaneously. We chose to separate these two parameters for more clarity and also
for future work which will include collisions, since these happen only as a result of the κ → 0
limit (see Corollary 4.12).

2. Preliminaries

Here we state some notions for time-dependent domains and the respective function spaces.
These will be later used for the Eulerian fluid domain.

2.1. Moving domains. Consider a domain variable in time, that is Ω(t) ⊂ Rd be a Lipschitz
domain for each t ∈ (0, T ), such that the time-space domain

ΩT := (0, T )× Ω(t) := {(t, x) ∈ (0, T )× Rd : x ∈ Ω(t)} =
⋃

t∈(0,T )

{t} × Ω(t)

is open in Rd+1. We say it is a moving domain, if ΩT has moreover Lipschitz boundary in Rd+1.
We adopt the notation that by ∂xΩT we mean only the lateral (spatial part) of the boundary,
that is

∂xΩT := {(t, x) ∈ (0, T )× Rd : x ∈ ∂Ω(t)} =
⋃

t∈(0,T )

{t} × ∂Ω(t)

so that the true time-space boundary in Rd+1 of ΩT is

∂ΩT = ∂xΩT ∪ {0} × Ω(0) ∪ {T} × Ω(T )

Denote by n(t) = n(t, ·) : ∂Ω(t) → Rd the normal to the Lipschitz boundary of Ω(t), defined
Hd−1-a.e. on ∂Ω(t). Since we assume ΩT ⊂ Rd+1 to be also a Lipschitz domain, it has Hd-a.e.
defined normal ñ : ∂ΩT → Rd+1 which necessarily is of the form

ñ(t, x) =





(−ñt(t, x), n(t, x)), t ∈ (0, T ), x ∈ ∂Ω(t),

(−1, 0), t = 0, x ∈ Ω(0),

(1, 0), t = T, x ∈ Ω(T ),

for some ñt : ∂xΩT → R which we may call the normal velocity (note that in all three cases the
value on the right is written as (a, b) ∈ R × Rd). Note that ñ is not a unit vector, rather it is
chosen so that the spatial part n is unit. We denote by dS the surface measure on ∂Ω(t), and
dn denotes the vector-valued measure dn := ndS. The domain Ω(t) said is transported by the
vector field w : ΩT → Rd, if w · n = ñt.

2.2. Transport theorem. Now let us prove a variant of the Reynolds transport theorem for
this moving domain. We do not explicitly refer to a transport field in the statement. However
if such a field exists, i.e. Ω(t) is transported by w in the sense above, we recover the standard
Reynolds transport theorem.

Theorem 2.1 (Transport theorem). Let Ω(t) be a moving domain as above and u ∈ C1(ΩT ).
Then it holds for all t ∈ (0, T )

d

dt

∫

Ω(t)
u(t, x) dx =

∫

Ω(t)
∂tu(t, x) dx+

∫

∂Ω(t)
u(t, x)ñt(t, x) dHd−1(x)
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Proof. Denote U = (u, 0) : ΩT → R×Rd. Pick 0 ≤ t < s ≤ T and invoke the divergence theorem
for U on the Lipschitz domain Ωs,t := ΩT ∩ (s, t)× Rd to obtain
∫

Ω(s)
u(s, x) dx−

∫

Ω(t)
u(t, x) dx =

∫ s

t

∫

Ω(r)
∂tu(r, x) dx dr+

∫ s

t

∫

∂Ω(r)
u(r, x)ñt(r, x) dHd−1(x) dr.

Let us now pick t ∈ (0, T ) a Lebesgue point of t 7→
∫

Ω(t) u(t, x) dx and of t 7→ ñt. Then we

compute, by above,

d

dt

∫

Ω(t)
u(t, x) dx = lim

s→t

∫
Ω(s) u(s, x) dx−

∫
Ω(t) u(t, x) dx

s− t

=

∫

Ω(t)
∂tu(t, x) dx+

∫

∂Ω(t)
u(t, x)ñt(t, x) dHd−1(x),

which finishes the proof. �

Remark. It is enough that u differentiable in time and having a trace, so that all manipulations
in the preceding proof go through. However we will use it only for C1 strong solutions in
Theorem 3.4.

2.3. Spaces on a moving domain. Assume now Ω(t) is a moving domain.
We now rigorously describe the spaces

L2((0, T );W 1,2(Ω(t);Rd)),

L2((0, T );W 1,2
n (Ω(t);Rd)),

L2((0, T );W 1,2
div,n(Ω(t);Rd)).

First, classically we can identify the space L2((0, T );L2(Ω(t);Rd)) with L2(ΩT ;Rd). That is,
we consider measurable functions u : ΩT → Rd which are square integrable:

∫

ΩT

|u|2 dx dt <∞

so that by Fubini theorem, we have for a.e. t ∈ (0, T ) that u(t) ∈ L2(Ω(t);Rd) and it holds

‖u‖L2((0,T );L2(Ω(t);Rd)) :=

∫ T

0

∫

Ω(t)
|u|2 dx dt <∞

Let us henceforth assume Ω(t) ⊂ Ω, t ∈ (0, T ), for some fixed Lipschitz domain Ω. Clearly we
can consider the zero extension to u0 : (0, T )× Ω→ Rd by

u0(t, x) =

{
u(t, x), x ∈ Ω(t),

0, x ∈ Ω \ Ω(t)

so that then u0 ∈ L2((0, T );L2(Ω;Rd)), and in this sense we will understand the embedding

L2((0, T );L2(Ω(t);Rd)) ↪→ L2((0, T );L2(Ω;Rd)).

Now we say that u ∈ L2((0, T );W 1,2(Ω(t);Rd)) if it holds

• u ∈ L2((0, T );L2(Ω(t);Rd))
• for a.e. t ∈ (0, T ) we have u(t) ∈W 1,2(Ω(t);Rd)
• ∇u ∈ L2((0, T );L2((Ω(t);Rd×d)), where the function ∇u : ΩT → Rd×d is a.e. defined by

the previous point.

The norm on this space is defined as

‖u‖L2((0,T );W 1,2(Ω(t);Rd)) := ‖u‖L2((0,T );L2(Ω(t);Rd)) + ‖∇u‖L2((0,T );L2(Ω(t);Rd×d))

We now can consider the mapping u 7→ (u0, (∇u)0) to be an embedding

L2((0, T );W 1,2(Ω(t);Rd)) ↪→ L2((0, T );L2(Ω;Rd))× L2((0, T );L2(Ω;Rd×d)).
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We now define the weak convergence in L2((0, T );W 1,2(Ω(t);Rd)) by weak convergence in the
space on the right. Explicitly, we say that

un ⇀ u in L2((0, T );W 1,2(Ω(t);Rd))

if it holds

(un)0 ⇀ u0 in L2((0, T );L2(Ω;Rd)),

(∇un)0 ⇀ (∇u)0 in L2((0, T );L2(Ω;Rd×d)).

It is easy to see that the Banach-Alaoglu theorem continues to hold: If

‖un‖L2((0,T );W 1,2(Ω(t);Rd)) ≤ C

then we can choose subsequence (not relabeled) such that

(un)0 ⇀ w in L2((0, T );L2(Ω;Rd))

(∇un)0 ⇀ A in L2((0, T );L2(Ω;Rd×d))

Clearly suppw ⊂ ΩT , so that w = u0 for some u ∈ L2((0, T );L2(Ω(t);Rd)). By choosing
Φ ∈ C∞c (ΩT ;Rd×d) we find that, as n→∞

∫ T

0

∫

Ω(t)
un · div Φ dx dt→

∫ T

0

∫

Ω(t)
u · div Φ dx dt,

where by integration by parts on the left this is equal to

= −
∫ T

0

∫

Ω(t)
∇un : Φ dx→ −

∫ T

0

∫

Ω(t)
A : Φ dx dt

showing that A = (∇u)0.
We define the subspace of functions that have zero normal trace as

L2((0, T );W 1,2
n (Ω(t);Rd))

:={u ∈ L2((0, T );W 1,2(Ω(t);Rd)) : u(t)|∂Ω(t) · n(t) = 0 on ∂Ω(t) for a.e. t ∈ (0, T )}

where u(t)|∂Ω(t) ∈W 1/2,2(∂Ω(t);Rd) is the trace of u(t). It is clear that this subspace is closed

under the weak convergence in L2((0, T );W 1,2(Ω(t);Rd)), by compactness of the trace operator.
Finally, we consider also the space of divergence-free functions:

L2((0, T );W 1,2
div (Ω(t);Rd)) := {u ∈ L2((0, T );W 1,2(Ω(t);Rd)) : div u = 0},

L2((0, T );W 1,2
div,n(Ω(t);Rd)) := {u ∈ L2((0, T );W 1,2

n (Ω(t);Rd)) : div u = 0}.

We call the moving domain admissible if there exists w ∈ L2((0, T );W 1,2
div (Ω(t);Rd)) with

w · n = ñt.
To define spaces with time derivative

W 1,2((0, T );W 1,2(Ω(t);Rd)),

we proceed as follows. We say that

u ∈W 1,2((0, T );W 1,2(Ω(t);Rd)),

if there exists ∂tu ∈ L2((0, T );W 1,2(Ω(t);Rd)), which is a time derivative of u in the sense that
for any ϕ ∈ C1

c (ΩT ) it holds

∫ T

0

∫

Ω(t)
∂tu · ϕdx dt = −

∫ T

0

∫

Ω(t)
u · ∂tϕdx dt.

Spaces with higher derivatives or different integrability shall be defined analogously.



8 ANTONÍN ČEŠÍK, MALTE KAMPSCHULTE, AND SEBASTIAN SCHWARZACHER

2.3.1. Convergence of domains. Now consider a sequence of moving domains. That is, for i ∈ N
each Ω

(i)
T is a time dependent domain, as well as ΩT . We say that Ω

(i)
T → ΩT if they converge

in the Hausdorff metric in space, uniformly in time, that is

sup
t∈(0,T )

H(Ω
(i)
T ,ΩT )→ 0, where H(Ω

(i)
T ,ΩT ) = max


 sup
x∈Ω

(i)
T

dist(x,ΩT ), sup
y∈ΩT

dist(y,Ω
(i)
T )




as i → ∞. It is easy to see that it implies the convergence of their characteristic functions in
L1:

χ
Ω

(i)
T

→ χΩT in L1((0, T )× Ω)

and in fact for any any Lq, 1 ≤ q <∞, as can be seen by
∥∥∥χ

Ω
(i)
T

− χΩT

∥∥∥
Lq((0,T )×Ω)

=
∣∣∣χΩT M χΩ

(i)
T

∣∣∣
1/q

=
∥∥∥χ

Ω
(i)
T

− χΩT

∥∥∥
1/q

L1((0,T )×Ω)
,

where M denotes the symmetric difference. Observe also that whenever K ⊂ ΩT is a compact

set, then K ⊂ Ω
(i)
T for all i large enough. This will later be in particular important for us when

K is the support of our chosen test function.

2.3.2. Convergence of functions on different domains. Let u(i) ∈ L2((0, T );W 1,2(Ω(i)(t);Rd))
and u ∈ L2((0, T );W 1,2(Ω(t);Rd)) where we have a sequence of converging time dependent

domains Ω
(i)
T → ΩT . The space normals to these domains are denoted by n the normal to Ω(t),

n(i) the normal to Ω(i).
In this context we can define the weak convergences by zero extension, that is we say that

u(i) η
⇀ u in L2((0, T );W 1,2(Ω(t);Rd))

if it holds

u
(i)
0 ⇀ u0 in L2((0, T );L2(Ω;Rd)),

(∇u(i))0 ⇀ (∇u)0 in L2((0, T );L2(Ω;Rd×d)).
We can see that the Banach-Alaoglu theorem continues to hold: If

‖u(i)‖L2((0,T );W 1,2(Ω(i)(t);Rd)) ≤ C

then we can choose subsequence (not relabeled) such that

(u(i))0 ⇀ w in L2((0, T );L2(Ω;Rd))

(∇u(i))0 ⇀ A in L2((0, T );L2(Ω;Rd×d))

By the convergence Ω
(i)
T → ΩT we can easily see suppw ⊂ ΩT , so that w = u0 for some

u ∈ L2((0, T );L2(Ω(t);Rd)). By choosing Φ ∈ C∞c (ΩT ;Rd×d) we find that for any i large

enough enough it holds Φ ∈ C∞c (Ω
(i)
T ;Rd×d), so that

∫ T

0

∫

Ω(i)(t)
u(i) · div Φ dx dt→

∫ T

0

∫

Ω(t)
u · div Φ dx dt

is equal to

= −
∫ T

0

∫

Ω(i)(t)
∇u(i) : Φ dx→ −

∫ T

0

∫

Ω(t)
A : Φ dx dt

(remember that χΩ(i)(t) converges strongly) showing that A = (∇u)0.

Proposition 2.2. If u(i) ∈ L2((0, T );W 1,2
n (Ω(i)(t);Rd)) and u(i) η

⇀ u, then the limit satisfies

u ∈ L2((0, T );W 1,2
n (Ω(t);Rd)). In other words, zero normal trace is preserved under weak

convergence.
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Proof. Let us take a test function ξ ∈ C1
c ((0, T )× Rd). Then we compute for a.e. t ∈ (0, T ) by

the divergence theorem

0 =

∫ T

0

∫

∂Ω(i)(t)
ξu(i) · dn(i) dt =

∫ T

0

∫

Ω(i)(t)

∇ξ · u(i) + ξ div u(i) dx dt

→
∫ T

0

∫

Ω(t)
∇ξ · u+ ξ div u dx dt =

∫ T

0

∫

∂Ω(t)
ξu · dn dt

and since ξ was arbitrary, this shows u · n = 0 on ∂xΩT . The convergence for i → ∞ goes
through, as it holds

u
(i)
0 ⇀ u0 in L2((0, T );L2(Ω;Rd)),

(div u(i))0 ⇀ (div u)0 in L2((0, T );L2(Ω;Rd)),

χ
Ω

(i)
T

→ χΩT in L2((0, T );L2(Ω;Rd)).

�
In fact we can also treat converging normal boundary values.

Lemma 2.3 (Convergence of normal trace). Let Ω(i) → Ω(t), u(i) η
⇀ u in L2((0, T );W 1,2(Ω(t);Rd))

and u(i) · n(i)|∂Ω(i) = φ(i) with φ(i) : ∂Ω(i) → R given such that φ(i) ⇀ φ in the sense that

φ(i)Hd−1|∂Ω(i)
∗
⇀ φHd−1|∂Ω(t) as measures M([0, T ]×Rd), ie. for all ψ ∈ C([0, T ]×Rd) it holds

∫ T

0

∫

∂Ω(i)

ψφ(i) dS dt→
∫ T

0

∫

∂Ω(t)
ψφdS dt.

Then it holds u · n|∂Ω(t) = φ. In other words

u(i) η
⇀ u =⇒ u(i) · n(i)Hd−1|∂Ω(i)

∗
⇀ u · nHd−1|∂Ω(t)

Proof. It is sufficient to show that for all ψ ∈ C([0, T ]× Rd) it holds that
∫ T

0

∫

∂Ω(t)
ψu · dn =

∫ T

0

∫

∂Ω(t)
ψφdS.

We know that∫ T

0

∫

∂Ω(i)(t)
ψu(i) · dn(i) dt =

∫ T

0

∫

∂Ω(i)(t)
ψφ(i) dS dt→

∫ T

0

∫

∂Ω(t)
ψφdS dt

Rewrite the left side by the divergence theorem
∫ T

0

∫

∂Ω(i)(t)
ψu(i) · dn(i) dt =

∫ T

0

∫

Ω(i)(t)
∇ψ · u(i) + ψ div u(i) dx dt

→
∫ T

0

∫

Ω(t)
∇ψ · u+ ψ div u dx dt =

∫ T

0

∫

∂Ω(t)
ψu · dn dt

and we are finished. �

2.4. Approximation of test functions.

2.4.1. Eulerian to Lagrangian and back. We will have the deformation η mapping the La-
grangian solid Q to the deformed configuration η(Q). Here we shall see that under the W 2,q

regularity, one can switch between Lagrangian and Eulerian domains at no cost. This statement
is made precise below.

Lemma 2.4. Let η ∈W 1,2((0, T );W 1,2(Q;Rd)∩L∞((0, T );W 2,q(Q;Rd)) with det∇η ≥ ε0 and
η(t, ·) injective for all t. The mapping ξ 7→ ξ ◦ η is linear bounded operator between the spaces

L1((0, T );W 2,q(η(Q);Rd)) ∩W 1,1
0 ((0, T );L2(η(Q);Rd))

→ L1((0, T );W 2,q(Q;Rd)) ∩W 1,1
0 ((0, T );L2(Q;Rd))
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with the bound Cη depending only on ε0, ‖η‖L∞((0,T );W 2,q(Q;Rd)) and ‖∂tη‖L∞((0,T );L2(Q;Rd)).

Proof. Linearity is clear. As in [BKS23b, A.4], we calculate

‖∇2(ξ ◦ η)‖Lq(Q) = ‖(∇2ξ ◦ η · ∇η) · ∇η +∇ξ ◦ η · ∇2η‖Lq(Q)

≤ ‖∇η‖2L∞(Q)‖∇2ξ ◦ η‖Lq(Q) + ‖∇ξ‖L∞(η(Q))‖∇2η‖Lq(Q)

and use

‖∇2ξ ◦ η‖qLq(Q) ≤
∫

Q
|∇2ξ ◦ η|q det∇η

ε0
dx =

1

ε0
‖∇2ξ‖qLq(η(Q))

which then proves

‖ξ ◦ η‖L1((0,T );W 2,q(Q;Rd)) ≤ Cη‖ξ‖L1((0,T );W 2,q(η(t,Q);Rd))

Now for the time derivative, compute

∂t(ξ ◦ η) = ∂tξ ◦ η + (∇ξ ◦ η)∂tη

In the first term, we compute using the, we can see that

‖∂tξ ◦ η‖2L2(Q;Rd) ≤
∫

Q
|∂tξ ◦ η|2

det∇η
ε0

dx =
1

ε0
‖∂tξ‖2L2(η(Q);Rd).

In the second term, with C coming from the Morrey inequality

‖(∇ξ ◦ η)∂tη‖L2(Q;Rd) ≤ ‖∇ξ ◦ η‖L∞(Q;Rd)‖∂tη‖L2(Q;Rd) = ‖∇ξ‖L∞(η(Q);Rd)‖∂tη‖L2(Q;Rd)

≤ C‖∇2ξ‖Lq(η(Q);Rd)‖∂tη‖L2(Q;Rd)

In total, this shows that

‖∂t(ξ ◦ η)‖L1((0,T );L2(Q)) ≤
1

ε0
‖∂tξ‖L1((0,T );L2(Q)) + C‖∂tη‖L∞((0,T );L2(Q))‖ξ‖L1((0,T );W 2,q(η(Q)))

which concludes the proof. �
Lemma 2.5. Let η ∈W 2,q(Q;Rd) ∩W k0,2(Q;Rd) with det∇η ≥ ε0 be globally injective. Then
the mapping

ξ 7→ ξ ◦ η
is an isomorphism W k0,2(η(Q);Rd)→W k0,2(Q;Rd) with norm depending only on ‖η‖W 2,q(Q;Rd)

and ε0.

Proof. Proof follows from application of the chain rule to ∇k0(ξ ◦ η), the embedding W 2,q ↪→
W 1,∞ and interpolation in the product which results from this chain rule, see [BKS23b, Lemma
A.3]. �
2.4.2. Extending the divergence-free domain. We recall here [BKS23b, Proposition 2.22], which
will be useful for convergences in the coupled euqation.

Proposition 2.6 (Approximation of coupled test functions). Fix a function

η ∈ L∞([0, T ]; E) ∩W 1,2([0, T ];W 1,2(Q;Rd)) with sup
t∈T

E(η(t)) <∞

such that η(t) /∈ ∂E for all t ∈ [0, T ]. As before, set Ω(t) = Ω\η(t, Q). Let Tη be the set of
admissible test functions, defined as

Tη :=
{

(φ, ξ) ∈W 1,2
(

[0, T ];W 1,2
(
Q;Rd

))
× L2

(
[0, T ];W 1,2

0

(
Ω;Rd

))
:

φ = ξ ◦ η on [0, T ]×Q and div ξ(t) = 0 in Ω(t)}.
Then the set

T̃η :=
{

(φ, ξ) ∈ Tη | ξ ∈ C∞
(

[0, T ];C∞0
(

Ω;Rd
))

,div ξ(t, y) = 0
}

for all t ∈ [0, T ] and all y with dist(y,Ω(t)) < ε for some ε > 0 is dense in Tη in the following

sense: For every ε sufficiently small there exists a linear map (φ, ξ) 7→ (φε, ξε) ∈ T̃η such that

div (ξε(t, y)) = 0 for all y ∈ Ω with dist(y,Ω(t)) ≤ ε.
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Moreover, if ξ ∈ L2((0, T );W k0,2(Ω(t);Rd) then

ξε → ξ in L2((0, T );W k0,2(Ω(t);Rd) as ε→ 0

and if η ∈ L∞((0, T );W k0+2,2(Q;Rd)), then

φε → φ in L∞((0, T );W k0+2,2(Q;Rd)) ∩W 1,2((0, T );W 1,2(Q;Rd))

Moreover the following bounds hold

‖ξε(t)‖W 1,2(Ω(t);Rd) ≤ c‖ξ(t)‖W 1,2(Ω(t);Rd)

‖ξε(t)− ξ(t)‖L2(Ω(t)) ≤ cε
2
d+2 ‖ξ(t)‖W 1,2(Ω(t))

‖ξε(t)‖Wk,a(Ω(t)) ≤ c(ε)‖ξ(t)‖L2(Ω(t);Rn)

‖φε(t)‖Wk,a(Q) ≤ c‖ξ(t)‖Ck(Ω)‖η(t)‖Wk,a(Q) ≤ c(ε)‖ξ(t)‖L2(Ω)‖η(t)‖Wk,a(Q)

For a proof see [BKS23b, Proposition 2.22].

2.4.3. Universal Bogovskii. We state here a version of the universal Bogovski operator. It is
universal in the sense that we have the very same operator for domains which are similar enough,
in a suitable sense. Classically, similar enough means star shaped with respect to the same ball
[GHH06], and graph domains in the same coordinates [KSS23]. We shall further extend this to
similar Lipschitz domains, respectively to close deformations.

Theorem 2.7 (Universal Bogovskii). Let Ω be a bounded L-Lipschitz domain. Fix a finite
covering G of its boundary by L-Lipschitz graphs; by this we mean that G consists of open
rectangles such that for each G ∈ G, G ∩ Ω is a subgraph of an L-Lipschitz function (in some
direction). Let b ∈ C∞c ((0, T ) × Ω) with

∫
Ω b(t) = 1 for all t. Then there exists a universal

Bogovskii operator B : C∞c (Ω)→ C∞c (Ω;Rd) which satisfies

divBf = f − b
∫

Ω
f

and moreover for any L-Lipschitz domain Ω̃ such that G is also a covering of its boundary by
L-Lipschitz graphs (in the same sense as above) it also satisfies B : C∞c (Ω̃) → C∞c (Ω̃;Rd) and
extends to a bounded operator

B : W k,p
0 (Ω̃)→W k+1,p

0 (Ω̃;Rd)

with norm of this operator depending on G and Ω but independent of Ω̃.

Proof idea. Restricted to one rectangle G ∈ G, this is shown in [KSS23, Corollary 3.4]. In the
proof therein, the rectangle is covered by slices such that two neighboring slices are star-shaped
with respect with the same cube and through a subordinate partition of unity the operator is
extended from one slice to the next. In our case, the slices at the edges of the neighboring
rectangles overlap, and in this way the construction can be extended from one rectangle to the
next. For more details of the construction see [KSS23], proof of Theorem 3.3 and Corollary
3.4. �

Theorem 2.8 (Bogovskii for close deformations). Let η ∈ L∞((0, T ); E)∩W 1,2((0, T );W 1,2(Q;Rd).
Then for δ > 0 small enough the following holds: Fix b ∈ C∞c ((0, T ) × Ωη) with

∫
Ωη
b = 1 and

dist(supp b, ∂Ωη) ≥ δ. Then exists a universal Bogovskii operator B for domains Ωη, that is

B : C∞c ((0, T )× Ωη)→ C∞c ((0, T )× Ωη;Rd)

which satisfies

divBf = f − b
∫

Ωη

f

and for every η̃ ∈ L∞((0, T ); E) ∩W 1,2((0, T );W 1,2(Q;Rd) with

‖η(t)− η̃(t)‖W 2,q(Q;Rd) ≤ γ(δ) (2.1)
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the operator B maps B : C∞c ((0, T )×Ωη̃)→ C∞c ((0, T )×Ωη̃;Rd) and is moreover extended to a
bounded operator for 1 ≤ r ≤ ∞ and 1 < p <∞

B : Lr((0, T );W k,p
0 (Ωη̃))→ Lr((0, T );W k+1,p

0 (Ωη̃;Rd))

with norm independent of η̃.

Proof. By the C([0, T ];C1,α(Q;Rd)) regularity of η, we can find a partition of the time interval
0 = t1 < t2 < · · · < tM = T , such that on each interval (ti, ti+2) the assumptions of Theorem 2.7
are satisfied. Namely that there is a covering Gi which covers the boundary of Ωη(t), t ∈ (ti−1, ti)
by L-Lipschitz graphs and for any given η̃ as in the statement, Gi also covers the boundary of
Ωη̃(t), t ∈ (ti−1, ti) by L-Lipschitz graphs (because W 2,q embeds into Lipschitz functions and
the closeness (2.1)) so that Theorem 2.7 above gives us the Bogovskii operator Bi. Consider
a partition of unity {ψi} on (0, T ) subordinate to the covering (ti, ti+2) we define in total the
sought Bogovskii operator by

B(f)(t) =

M−2∑

i=1

ψi(t)Bi(f(t)).

All the desired properties of B follow. �

2.4.4. Approximating fluid-only test functions. Here, analogously to above, we state an approx-
imation result for the test functions, this time to be used in the fluid-only equation. This will
go by extending the normals and tangents to the deformed domains, by means of extending the
deformation.
Extensions of η, and the normal and tangent. Throughout this section, assume that we have
the limit deformation

η ∈ L∞((0, T );W k0+2,2(Q;Rd)) ∩W 1,2((0, T );W k0+2,2(Q;Rd)) with E(η(t)) ≤ E0

We now consider for a.e. t an extension of η(t) to η(t) : Rd → Rd such that

‖η(t)‖Wk0+2,2(Rd) ≤ C‖η‖Wk0+2,2(Q)

(it can be done by a bounded linear extension operator · : W k0+2,2(Q;Rd)→W k0+2,2(Rd;Rd)),
so then we have

‖η‖L∞((0,T );Wk0+2,2(Rd;Rd)) ≤ C‖η‖L∞((0,T );Wk0+2,2(Q;Rd))

‖∂tη‖L2((0,T );Wk0+2,2(Rd;Rd)) ≤ C‖∂tη‖L2((0,T );Wk0+2,2(Q;Rd))

and for some δ > 0 we have on Qδ, a δ-neighborhood of Q,

det∇η ≥ ε0/2 in (0, T )×Qδ
so that η is locally injective on Qδ, and it is even globally injective for small enough δ, because
η is. Moreover, δ depends only on E0.

Extension of normal and tangent.
We assume the reference domain Q has C∞ boundary, so we have the reference normal

nQ ∈ C∞(∂Q;Rd), and then the deformed normal n : ∂η(Q)→ Rd to the deformed configuration
η(Q) is

n(y) =
[cof∇η(η−1(y))]nQ(η−1(y))

|[cof∇η(η−1(y))]nQ(η−1(y))|
We now extend nQ to Pδ, a δ-neighborhood of ∂Q, so that we have nQ ∈ Ck0(Pδ;Rd).

Then we define the extension of the deformed normal

n(y) =
[cof∇η(η−1(y))]nQ(η−1(y))

|[cof∇η(η−1(y))]nQ(η−1(y))|
for y in ε-neighborhood of η(Q), where ε is given by δ and the energy bound E0.

By Lemma 2.5 we see that n inherits all the regularity of nQ up to W k0,2. In particular that

n ∈W k0,2(η(Qδ);Rd).
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To extend the tangent field, recall that the projection to the tangent plane is I − n⊗ n, that
is for a vector v ∈ Rd

[v]τ = [I − n⊗ n]v = v − (v · n)n

is the tangential component of v. Thus for the extended normal n and a vector field ξ, we
consider its extended tangential component by

[ξ]τ (y) = [ξ(y)]τ = [I − n(y)⊗ n(y)]v(y) = v(y)− (v(y) · n(y))n(y).

Here it is apparent that [ξ]τ inherits the regularity of n up to W k0,2 due to Lemma 2.5.

The approximations.

Proposition 2.9 (Approximation of fluid-only test functions). Let η(i) ∈ L∞((0, T ); E) ∩
W 1,2((0, T );W 1,2(Q;Rd)) with E(η(i)(t)) ≤ E0 and

η(i) ∗⇀ η in L∞((0, T );W 2,q(Q;Rd))

∂tη
(i) ⇀ ∂tη in L2((0, T );W 1,2(Q;Rd))

so that also Ω \ η(i)(t, Q) = Ω(i)(t) → Ω(t) = Ω \ η(t, Q). Let ξ ∈ C∞(Ω(t);Rd), ξ · n = 0 on
∂Ω(t), and div ξ = 0 in Ω(t).

(i) Then there is ξ
(i)
ε such that for every ε > 0

ξ(i)
ε

η→ ξε in L2((0, T );W 1,2(Ω;Rd), )

∂tξ
(i)
ε

η→ ∂tξε in L2((0, T );L2(Ω;Rd))

such that ξ
(i)
ε (t) ∈ W 1,2(Ω(i)(t);Rd), div ξ

(i)
ε = 0 in Ω(i)(t), ξ

(i)
ε · n(i) = 0 on an ε-

neighborhood of ∂Ω(t) (that includes ∂Ω(i)(t) for i large enough) and ξε(t) ∈W 1,2(Ω(t);Rd),
ξε · n = 0 on an ε-neighborhood of ∂Ω(t)with

ξε
η→ ξ in L2((0, T );W 1,2(Ω;Rd)),

∂tξε
η→ ∂tξ in L2((0, T );L2(Ω;Rd)).

Moreover, the following estimates hold:

‖ξ(i)
ε (t)− ξε(t)‖W 1,2 ≤ cε−2q(q−2)‖η(t)− η(i)(t)‖W 2,q

‖ξε(t)− ξ(t)‖W 1,2 ≤ cε 1
2 ‖ξ(t)‖W 1,∞

with c only depending on E0.
(ii) If additionally

η(i) ⇀ η in W 1,2((0, T );W k0+2,2(Q;Rd))
then it also holds

ξ(i)
ε

η→ ξε in L2((0, T );W k0,2(Ω;Rd))

with the following estimates:

‖ξ(i)
ε (t)− ξε(t)‖Wk0,2 ≤ cε−k0‖ξ(t)‖Wk0,2

where c depends only on E0 and ‖η‖Wk0,2.
If moreover, ∇`(ξ · n) = 0, ` = 1, . . . , k0, then

ξε
η→ ξ in L2((0, T );W k0,2(Ω;Rd)

with the estimate

‖ξε(t)− ξ(t)‖Wk0,2 ≤ cε‖ξ(t)‖Wk0+1,2 .

where c depends only on E0 and ‖η‖Wk0,2.
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Proof. Let for now ε > 0 be fixed. Consider a smooth cutoff ψε which is 1 on ε-neighborhood of
∂η(Q) and vanishes outside its 2ε-neighborhood. That is, ψε ∈ C∞(Rd;Rd) such that ψε(y) = 1
if dist(y, ∂η(Q)) ≤ ε and ψε(y) = 0 if dist(y, ∂η(Q)) ≥ 2ε.

Let

ξ̃(i)
ε = ψε

(
(ξ · τ)τ (i)

)
+ (1− ψε)ξ in Ω(i)(t)

and
ξ̃ε = ψε ((ξ · τ)τ) + (1− ψε)ξ in Ω(t).

These satisfy all the conditions except being divergence free.
So instead we put, where B is the universal Bogovskii operator from Theorem 2.8

ξ(i)
ε = ξ̃(i)

ε − B(div ξ̃(i)
ε )

so that then we get

div ξ(i)
ε = ϕ

∫

Ω(i)

div ξ̃(i)
ε dx = ϕ

∫

∂Ω(i)

ξ̃(i)
ε · dn(i) = 0

where the integral is zero because ξ̃
(i)
ε · n(i) = 0 on ∂Ω(i). Define also

ξε = ξ̃ε − B(div ξ̃ε)

so that then
ξε − ξ(i)

ε = ξ̃ε − ξ̃(i)
ε − B(div ξ̃ε) + B(div ξ̃(i)

ε )

Now ξε, ξ
(i)
ε satisfy the given boundary conditions and divergence free condition as required. It

is left to check the convergences and estimates.
(i): Since it holds

ξ̃ε − ξ̃(i)
ε = ψε(ξ · τ)(τ − τ (i)),

we compute

‖∇(ξ̃ε − ξ̃(i)
ε )‖L2 =

∥∥∥∇(ψε(ξ · τ))(τ − τ (i)) + ψε(ξ · τ)∇(τ − τ (i))
∥∥∥
L2

≤ ‖∇(ψε(ξ · τ))‖L2q/(q−2)‖τ − τ (i)‖Lq + ‖ψε(ξ · τ)‖L2q/(q−2)‖∇(τ − τ (i))‖Lq
≤ Cε−2q/(q−2)‖η − η(i)‖W 2,q

so by the continuity of the Bogovskii operator from Theorem 2.8 we have the same estimate for

ξε, ξ
(τ)
ε

‖∇(ξε − ξ(i)
ε )‖L2 ≤ Cε−2q/(q−2)‖η − η(i)‖W 2,q

which is the desired estimate.
For the limit passage ε→ 0, we compute

ξ − ξε = ξ − ξ̃ε + B(div ξ̃ε) = ψε(ξ · n)n+ B(div ξ̃ε)

and so
∇(ξ̃ − ξ̃ε) = ∇(ψε(ξ · n)n) = ∇ψε(ξ · n)n+ ψε∇(ξ · n)n+ ψε(ξ · n)∇n.

To estimate this in L2(Ω(t);Rd), the cutoff ψε satisfies

‖∇ψε‖L∞ ≤
c

ε
,

the function ξ · n has zero trace on ∂η(Q) so that

‖ξ · n‖L∞ ≤ cε,
and finally ‖∇n‖Lq ≤ C‖η‖W 2,q . So altogether with the fact that | suppψε| ≤ cε we obtain

‖∇(ξ̃ − ξ̃ε)‖L2 = ‖∇ψε(ξ · n)n+ ψε∇(ξ · n)n+ ψε(ξ · n)∇n‖L2 ≤ Cε 1
2 ‖η‖W 2,q‖ξ‖W 1,∞

and thus
‖ξε − ξ(τ)

ε ‖W 1,2 ≤ cε 1
2 .

Further, since div ξ̃ε → 0 in L2((0, T );L2(Ω(t)) we have also, by continuity of the operator B
that B(div ξ̃ε)→ 0 in L2((0, T );L2(Ω(t);Rd) and the same inequality holds for ξ, ξε.
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For convergence of the time derivative with i→∞, we write

∂t(ξ̃
(i)
ε −ξ̃ε) = ∂t(ψε(ξ ·τ)(τ−τ (i))) = ∂tψε(ξ ·τ)(τ−τ (i))+ψε∂t(ξ ·τ)(τ−τ (i))+ψε(ξ ·τ)∂t(τ−τ (i))

and use the estimates

‖∂tψε‖L∞ ≤
c

ε
, ‖τ − τ (i)‖L∞ ≤ c‖η − η(i)‖W 2,q , ‖∂t(τ − τ (i))‖L2 ≤ c‖∂tη − ∂tη(i)‖L2

along with | suppψε| ≤ cε to obtain the estimate

‖∂t(ξ̃(i)
ε −ξ̃ε)‖L2 ≤ C

ε
‖η‖W 2,q‖η−η(i)‖W 2,q+‖∂tξ‖L2‖η−η(i)‖W 2,q+ε‖ξ‖L∞‖η‖W 2,q‖∂tη−∂tη(i)‖.

Finally, for the time derivative with ε→ 0 we write

∂t(ξ̃ε − ξ̃) = ∂t(ψε(ξ · n)n) = ∂tψε(ξ · n)n+ ψε∂t(ξ · n)n+ ψε(ξ · n)∂tn,

use the estimates (the second one following from ξ · n = 0 on ∂Ω(t))

‖∂tψε‖L∞ ≤
c

ε
, ‖ξ · n‖L∞ ≤ cε, ‖n‖L∞ ≤ c‖η‖W 2,q , ‖∂tn‖L2 ≤ c‖∂tη‖L2

as well as | suppψε| ≤ cε to obtain the estimate

‖∂t(ξ̃ε − ξ̃)‖L2 ≤ Cε(‖η‖W 2,q + ‖∂tξ‖L2‖η‖W 2,q + ‖∂tη‖L2).

(ii): For i→∞, compute

ξ̃ε − ξ̃(i)
ε = ψε(ξ · τ)(τ − τ (i))

Since ψε(ξ · τ) ∈ Ck0(Ω;Rd), we can calculate

‖∇`(ξ̃ε−ξ̃(i)
ε )‖L2 =

∥∥∥∥∥∥
∑̀

j=0

∇`−j(ψε(ξ · τ))∇j(τ − τ (i))

∥∥∥∥∥∥
L2

≤ ‖∇jψε‖L∞‖∇`−jξ·τ‖Ck0‖∇(τ−τ (i))‖L2

≤ Cε−`‖ξ · τ‖Ck0‖η − η(i)‖Wk0+1,2 .

As before, due to the continuity of the Bogovskii operator, the same estimates for ξε and ξ
(τ)
ε .

For the limit passage ε→ 0, we compute

ξ − ξε = ξ − ξ̃ε + B(div ξ̃ε) = ψε(ξ · n)n+ B(div ξ̃ε)

∇`(ψε(ξ · n)n) =
∑̀

i=0

∇`−iψε
i∑

j=0

∇i−j(ξ · n)∇jn.

To estimate this in L2(Ω(t);Rd), the cutoff ψε is chosen such that

‖∇`−iψε‖L∞ ≤
c

ε`−i
,

the function ∇`(ξ · n) has zero traces on ∂η(Q) up to order k0 so that

‖∇i−j(ξ · n))‖L∞ ≤ cεk0−i+j ,

and finally ‖∇jn‖L∞ ≤ C. So altogether with the fact that | suppψε| ≤ cε we obtain

‖∇`(ψε(ξ · n)n)‖L2 ≤ Cε.
This shows

‖ξ̃(t)− ξ̃ε(t)‖L2 ≤ Cε‖η(t)‖Wk0,2

and again by the continuity of the Bogovskii operator, the same holds for ξ and ξε.
�

3. Strong and weak formulation

In this section formulate the fluid-structure interaction both in weak formulation and in
the strong (pointwise) formulations. We further verify the consistency of the weak and strong
solutions, namely that any sufficiently regular weak solution is also strong.
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3.1. Weak formulation.

Definition 3.1 (Weak solution). The deformation η ∈ L∞((0, T ), E)∩W 1,2((0, T );W 1,2(Q;Rd))
and the velocity field

v ∈L2((0, T );W 1,2
div,η(Ω(t);Rd))

:= {u ∈ L2((0, T );W 1,2(Ω(t);Rd)) : div u = 0 in Ω(t), u · n = (∂tη ◦ η−1) · n on ∂η(t, Q)}
where Ω(t) = Ω \ η(t, Q), are called a weak solution to the fluid-structure interaction problem
if the following two weak equations hold:

Fluid-only equation. ξ ∈ C∞([0, T ] × Ω(t);Rd), ξ · n = 0 on ∂Ω(t), div ξ = 0, with ξ(T ) = 0 it
holds∫ T

0
−ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t) dt =

∫ T

0
ρf 〈f, ξ〉Ω(t) dt+ ρf 〈v0, ξ(0)〉Ω(0)

Coupled equation. For all φ ∈ L∞((0, T );W 2,q(Q;Rd))∩W 1,2((0, T );W 1,2(Q;Rd)), ξ ∈ C∞([0, T ]×
Ω;Rd) with φ = ξ◦η inQ, ξ·n = 0 on ∂Ω (outer boundary, not the fluid-solid interface), div ξ = 0
in Ω(t), ξ(T ) = 0, φ(T ) = 0 it holds

−
∫ T

0
ρs〈∂tη, ∂tφ〉 dt+

∫ T

0
DE(η)〈φ〉+D2R(η, ∂tη)〈φ〉dt

+

∫ T

0
−ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t) dt

=

∫ T

0
ρs〈f, φ〉dt+

∫ T

0
ρf 〈f, ξ〉Ω(t) dt+ ρs〈η∗, φ(0)〉+ ρf 〈v0, ξ(0)〉Ω(0).

We shall see now that from this weak formulation, the pressure can be reconstructed.

Proposition 3.2 (Pressure reconstruction). Let η ∈ L∞((0, T ); E)∩W 1,2((0, T );W 1,2(Q;Rd)),
v ∈ L2((0, T );W 1,2

div,η(Ω(t);Rd)) be a weak solution to the fluid-structure interaction problem as

in Definition 3.1. Then there exists a pressure p ∈ D′((0, T ) × Ω) with supp p ⊂ (0, T ) × Ω(t)
such that ∫ T

0
−ρs〈∂tη, ∂t(ξ ◦ η)〉+ 〈DE(η) +D2R(η, ∂tη), ξ ◦ η〉 − ρs〈f ◦ η, ξ ◦ η〉

−ρf 〈v, ∂tξ〉 − ρf 〈v ⊗ v,∇ξ〉+ ν〈εv, εξ〉 − ρf 〈f, ξ〉 dt− 〈p,div ξ〉 = 0

(3.1)

holds for all ξ ∈ C∞0 ((0, T )× Ω;Rd). Moreover, p has the regularity

p ∈ L∞((0, T );W−1,q′(Ω)) +W−1,∞((0, T );W 1,2
0 (Ω)) + La((0, T );Lb(Ω))

for 1 < a <∞ and b = ad
ad−2 .

Proof. The following weak equation is satisfied

−
∫ T

0
ρs〈∂tη, ∂t(ξ ◦ η)〉 dt+

∫ T

0
DE(η)〈ξ ◦ η〉+D2R(η, ∂tη)〈ξ ◦ η〉dt

+

∫ T

0
−ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t) dt

=

∫ T

0
ρs〈f ◦ η, ξ ◦ η〉dt+

∫ T

0
ρf 〈f, ξ〉Ω(t) dt

for ξ ∈ C∞0 ((0, T )× Ω;Rd) with div ξ|Ω(t) = 0, as defined above.
Define the functional Π by (in the end we will show Π = ∇p)

〈Π, ξ〉 :=

∫ T

0
−ρs〈∂tη, ∂t(ξ ◦ η)〉+ 〈DE(η) +D2R(η, ∂tη), ξ ◦ η〉 − ρs〈f ◦ η, ξ ◦ η〉

−ρf 〈v, ∂tξ〉 − ρf 〈v ⊗ v,∇ξ〉+ ν〈εv, εξ〉 − ρf 〈f, ξ〉 dt, ξ ∈ C∞0 ((0, T )× Ω;Rd).
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By the weak equation above, Π vanishes for ξ ∈ C∞0 ((0, T ) × Ω;Rd) with div ξ|Ω(t) = 0. In
particular Π vanishes for ξ with supp ξ ⊂ η(·, Q), which means that supp Π ⊂ Ω(t) (as a
support of distribution Π ∈ D′((0, T )× Ω)d).

By interpolation of |v|2 ∈ L∞((0, T );L1(Ω(t))) ∩ L2((0, T );L
d
d−2 (Ω(t))) we have a bound on

v⊗v in La((0, T );Lb(Ω(t);Rd×d)). So from this we have for ξ ∈ C∞0 ([0, T ]×Ω;Rd) the estimate

|〈Π, ξ〉| ≤ ρs‖∂tη‖L∞((0,T );L2(Q))‖∂t(ξ ◦ η)‖L1((0,T );L2(η(Q)))

+ ‖DE(η)‖L∞((0,T );W−2,q′ (Q))‖ξ ◦ η‖L1((0,T );W 2,q(Q))

+ ‖D2R(η, ∂tη)‖L2((0,T );W−1,2(Q))‖ξ ◦ η‖L2((0,T );W 1,2(η(Q)))

− ρs‖f ◦ η‖L2((0,T );L2(Q;Rd))‖ξ ◦ η‖L2((0,T );L2(Q;Rd))

−ρf‖v‖L∞((0,T );L2(Ω(t))‖∂tξ‖L1((0,T );L2(Ω(t))) − ρf‖v ⊗ v‖La((0,T );Lb(Ω(t)))‖∇ξ‖La′ ((0,T );Lb′ (Ω(t)))

+ν‖εv‖L2((0,T );L2(Ω(t)))‖εξ‖L2((0,T );L2(Ω(t))) − ρf‖f‖L2((0,T );L2(Ω(t);Rd))‖ξ‖L2((0,T );L2(Ω(t);Rd)) dt.

Recall that by Lemma 2.4 we have that ξ 7→ ξ ◦ η is an isomorphism in the spaces above.
This shows that indeed Π is defined (can be extended) for

ξ ∈ X := L1((0, T );W 2,q
0 (Ω;Rd)) ∩W 1,1

0 ((0, T );L2(Ω;Rd)) ∩ La′((0, T );W 1,b′(Ω;Rd))

and is bounded on this space. In other words, Π satisfies

Π ∈ X∗ = L∞((0, T );W−2,q′(Ω;Rd)) +W−1,∞((0, T );L2(Ω;Rd)) + La((0, T );W−1,b′(Ω;Rd)).

Consider now the divergence operator in Ω as a mapping

div : X → Y = L1((0, T );W 1,q(Ω)) ∩W 1,1((0, T );W−1,2(Ω)) ∩ La′((0, T );Lb
′
(Ω)).

We construct the fluid-structure Bogovskii operator

B : C∞0 ((0, T )× Ω)→ C∞0 ((0, T )× Ω;Rd)

as follows. Fix b ∈ C∞0 ((0, T )× η(·, Q)) with
∫
η(t,Q) b(t) dx = 1, t ∈ (0, T ). Then define

B(ψ)(t) = BΩ

(
ψ(t)− b(t)

∫

Ω
ψ(t) dx

)
, ψ ∈ C∞0 ([0, T ]× Ω)

where BΩ is the Bogovskii operator for the fixed domain Ω. From this we see that

div(Bψ) = b

∫

Ω
ψ dx, ψ ∈ C∞0 ([0, T ]× Ω).

In fact we can see that it holds that it can be extended as a bounded operator B : Y → X.
Define now p ∈ Y ∗ by setting

〈p, ψ〉 := 〈Π,Bψ〉, ψ ∈ Y.
This p is well defined and in Y ∗, as it holds by Bogovskii estimates that B : Y → X is bounded,
and we already know that Π ∈ X∗. It remains to show that Π = ∇p. We verify this as ∇ is a
dual operator to div. For this we compute

〈p,divψ〉 = 〈Π,B(divψ)〉 = 〈Π, ψ〉+ 〈Π,B(divψ)− ψ〉 = 〈Π, ψ〉, ψ ∈ Y
where the last inequality holds since div(B(divψ)−ψ) = 0 in Ω(t) and thus it is annihilated by
Π. This verifies that Π = ∇p, and to conclude the regularity, we have

p ∈ Y ∗ = L∞((0, T );W−1,q′(Ω)) +W−1,∞((0, T );W 1,2
0 (Ω)) + La((0, T );Lb(Ω))

By the definition of p, we directly verified that the weak equation with pressure
∫ T

0
−ρs〈∂tη, ∂t(ξ ◦ η)〉+ 〈DE(η) +D2R(η, ∂tη), ξ ◦ η〉 − ρs〈f ◦ η, ξ ◦ η〉

−ρf 〈v, ∂tξ〉 − ρf 〈v ⊗ v,∇ξ〉+ ν〈εv, εξ〉 − ρf 〈f, ξ〉 dt− 〈p,div ξ〉 = 0

holds for all ξ ∈ C∞0 ((0, T )× Ω;Rd) �
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3.2. Strong formulation. Here we state the strong formulation of our problem. For this
assume the solid energy and dissipation have a density, that is they can be written as

E(η) =

∫

Q
e
(
∇η,∇2η

)
dx, R (η, ∂tη) =

∫

Q
r (∇η, ∂t∇η) dx,

where e ∈ C3(Rd×ddet>0 × Rd3
), r ∈ C2(Rd×ddet>0 × Rd×d). Further assume the boundary ∂Q is

C1,1, so that the normal to the boundary n ∈ C0,1(∂Q;Rd) has bounded mean curvature
divS n ∈ L∞(∂Q).

Definition 3.3 (Strong solution). η ∈ C4([0, T ]×Q;Rd)∩L∞((0, T ); E), v ∈ C2([0, T ]×Ω(t);Rd)
and p ∈ C1([0, T ]× Ω(t)) is a strong solution if it satisfies the equations:
Bulk solid equation:

ρs∂ttη − divx∇ξe(∇η,∇2η) + div2
x∇we(∇η,∇2η)− divx∇ξr(∇η, ∂t∇η)

− divx∇zr(∇η, ∂t∇η) = ρsf in (0, T )×Q

Bulk fluid equation:

ρf (∂tv + v · ∇v) = ν∆v −∇p+ ρff in (0, T )× Ω(t)

div v = 0 in (0, T )× Ω(t)

Initial conditions:
v(0, ·) = v0 in Ω(0)

η(0) = η0

∂tη(0) = η∗

Kinematic coupling on the interface:

v · n = (∂tη ◦ η−1) · n on (0, T )× ∂η(t, Q)

Stresses and slipping on the interface:

[∇ξe(∇η,∇2η)− divx∇we(∇η,∇2η) +∇ξr(∇η, ∂t∇η)+

∇zr(∇η, ∂t∇η)− divS ∇we(∇η,∇2η)− divS n∇we(∇η,∇2η)n⊗ n]n = [[εv]n+ pn]n

on (0, T )× ∂Q
[∇ξe(∇η,∇2η)− divx∇we(∇η,∇2η) +∇ξr(∇η, ∂t∇η)+

∇zr(∇η, ∂t∇η)− divS ∇we(∇η,∇2η)− (divS n)∇we(∇η,∇2η)n⊗ n]τ = 0 on (0, T )× ∂Q
([εv]n)τ = 0 on (0, T )× ∂Ω(t)

Solid hyperstress:

∇we(∇η,∇2η) : n⊗ n = 0 on (0, T )× ∂Q
Theorem 3.4 (Weak-strong compatibility). Let us assume we have a weak solution with η ∈
C4([0, T ] × Q;Rd) ∩ L∞((0, T ); E), v ∈ C2([0, T ] × Ω(t);Rd) and p ∈ C1([0, T ] × Ω(t)). Under
this regularity, it is a strong solution in the sense of Definition 3.3.

Proof. Throughout this proof, to aid reading, we include the calculations in vector notation, as
well as written in (spatial) components. Component-wise calculations always use the Einstein
summation convention, that is any repeating index (labelled i, j, k, l) is summed over 1, . . . , d.

Fluid-only test function. By the weak formulation for the fluid-only test function, we have
that for ξ ∈ C∞([0, T ]× Ω(t);Rd), ξ · n = 0 on ∂Ω(t), with ξ(T ) = 0 it holds by (3.1)

∫ T

0
−ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t) dt− 〈p,div ξ〉 =

∫ T

0
ρf 〈f, ξ〉Ω(t) dt

+ρf 〈v0, ξ(0)〉Ω(0).
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Time derivative: by our transport theorem, Theorem 2.1 we compute

d

dt

∫

Ω(t)
v · ξ dx =

∫

Ω(t)
∂tv · ξ dx+

∫

Ω(t)
v · ∂tξ dx+

∫

∂Ω(t)
(v · ξ)ñt dS

integrate this in time (here ξ(T ) = 0)

−〈v(0), ξ(0)〉Ω(0) =

∫ T

0

(
〈∂tv, ξ〉Ω(t) + 〈v, ∂tξ〉Ω(t) +

∫

∂Ω(t)
(v · ξ)ñt dS

)
dt

Convective term: integrating by parts gives, thanks to div v = 0 (i.e. ∂jvj = 0) and v · n = ñt
(i.e. vjnj = ñt) on ∂Ω(t),

〈v, v · ∇ξ〉Ω(t) = −〈v ⊗ v,∇ξ〉Ω(t) =

∫

∂Ω(t)
(v · ξ) v · dn︸ ︷︷ ︸

=ñt dS

−
∫

Ω(t)
v · ∇v · ξ dx

∫

Ω(t)
vivj∂jξi dx =

∫

∂Ω(t)
viξi vj dnj︸ ︷︷ ︸

=ñt dS

−
∫

Ω(t)
∂jvivjξi dx

Viscosity term: again using div v = 0 ( i.e. ∂jvj = 0)

〈εv, εξ〉Ω(t) =

∫

∂Ω(t)
[εv]ξ · dn−

∫

Ω(t)

1

2
∆vξ dx

∫

Ω(t)

1

4
(∂jvi + ∂ivj)(∂jξi + ∂iξj) dx =

∫

∂Ω(t)

1

4
(∂jvi + ∂ivj)(ξinj + ξjni) dS

−
∫

Ω(t)

1

4
∂jjviξi +

1

4
∂iivjξj dx

Finally for the pressure (the boundary term vanishing since ξ · n = 0),

−
∫ T

0

∫

Ω(t)
p div ξ dx dt =

∫ T

0
−
∫

∂Ω(t)
pξ · dn+

∫

Ω(t)
∇p · ξ dx dt =

∫ T

0

∫

Ω(t)
∇p · ξ dx dt

−
∫ T

0

∫

Ω(t)
p∂iξi dx dt =

∫ T

0
−
∫

∂Ω(t)
pξidni +

∫

Ω(t)
∂ipξi dx dt =

∫ T

0

∫

Ω(t)
∂ipξi dx dt.

So altogether we obtain

〈v(0), ξ(0)〉Ω(0) +

∫ T

0
〈∂tv, ξ〉Ω(t) + ρf

∫

Ω(t)
v · ∇v · ξ dx

+ν

(∫

∂Ω(t)
[εv]ξ · dn− 1

2

∫

Ω(t)
∆vξ dx

)
+

∫

Ω(t)
∇p · ξ dx dt = 〈v0, ξ(0)〉Ω(0) +

∫ T

0
ρf 〈f, ξ〉Ω(t) dt

for all ξ ∈ C∞([0, T ] × Ω(t);Rd), ξ · n = 0 on ∂Ω(t), with ξ(T ) = 0. In the boundary term we
use that [εv]ξ · n = ξ · [εv]n and that ξ is an arbitrary tangential field. Thus in particular, we
see that the tangential normal stress is zero, i.e.

([εv]n)τ = 0 on (0, T )× ∂Ω(t)

Continuous test function We have for φ ∈ L∞((0, T );W 2,q(Q;Rd))∩W 1,2((0, T );W 1,2(Q;Rd)),
ξ ∈ C∞([0, T ] × Ω) with φ = ξ ◦ η in Q, ξ · n = 0 on ∂Ω, ξ(T ) = 0, φ(T ) = 0 that it holds by
(3.1)

−
∫ T

0
ρs〈∂tη, ∂tφ〉 dt+

∫ T

0
DE(η)〈φ〉+D2R(η, ∂tη)〈φ〉dt

+

∫ T

0
−ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t) dt− 〈p,div ξ〉

=

∫ T

0
ρs〈f, φ〉dt+

∫ T

0
ρf 〈f, ξ〉Ω(t) dt+ ρs〈η∗, φ(0)〉+ ρf 〈v0, ξ(0)〉Ω(0)

(3.2)
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So let us take such ξ and φ.
For the fluid terms, perform the manipulations as above to obtain
∫ T

0
− ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t) dt− 〈p,div ξ〉

−
∫ T

0
ρf 〈f, ξ〉Ω(t) dt− ρf 〈v0, ξ(0)〉Ω(0) = 〈v(0), ξ(0)〉Ω(0)

+

∫ T

0
〈∂tv, ξ〉Ω(t) + ρf

∫

Ω(t)
v · ∇v · ξ dx+ ν

(∫

∂Ω(t)
[εv]ξ · dn− 1

2

∫

Ω(t)
∆vξ dx

)
dt

+

∫

Ω(t)
∇p · ξ dx dt−

∫

∂Ω(t)
pξ · dn− 〈v0, ξ(0)〉Ω(0) −

∫ T

0
ρf 〈f, ξ〉Ω(t) dt

.

Now consider the solid terms from (3.2) , namely

−
∫ T

0
ρs〈∂tη, ∂tφ〉 dt+

∫ T

0
DE(η)〈φ〉+D2R(η, ∂tη)〈φ〉dt−

∫ T

0
ρs〈f, φ〉dt

−ρs〈η∗, φ(0)〉
We calculate (writing e = e(ξ, w), r = r(ξ, z)) for a test function φ ∈ C∞([0, T ]×Q;Rd) with

φ(T ) = 0

DE(η)〈φ〉 =

∫

Q
∇ξe(∇η,∇2η) : ∇φ+∇we(∇η,∇2η) : ∇2φdx

D2R(η, ∂tη)〈φ〉 =

∫

Q
∇ξr(∇η, ∂t∇η) : ∇φ+∇zr(∇η, ∂t∇η) : ∇φdx

in components:

DE(η)〈φ〉 =

∫

Q
∂ξije(∇η,∇2η)∂jφi + ∂wijke(∇η,∇2η)∂jkφi dx

D2R(η, ∂tη)〈φ〉 =

∫

Q
∂ξijr(∇η, ∂t∇η)∂jφi + ∂zijr(∇φ, ∂t∇η)∂jφi dx

We can integrate by parts and obtain (in component notation denote dni = ni dS where S is
the surface measure)

DE(η)〈φ〉 =

∫

∂Q
∇ξe(∇η,∇2η) · φ · dn−

∫

Q
divx∇ξe(∇η,∇2η) · φdx

+

∫

∂Q
∇we(∇η,∇2η) : ∇φ · dn−

∫

Q
divx∇we(∇η,∇2η) : ∇φdx

DE(η)〈φ〉 =

∫

∂Q
∂ξije(∇η,∇2η)φidnj −

∫

Q
∂j∂ξije(∇η,∇2η)φi dx

+

∫

∂Q
∂wijke(∇η,∇2η)∂jφidnk −

∫

Q
∂k∇wijke(∇η,∇2η)∂jφi dx

Integration by parts in the last term yields

−
∫

Q
divx∇we(∇η,∇2η) : ∇φdx = −

∫

∂Q
divx∇we(∇η,∇2η) · φ · dn+

∫

Q
div2

x∇we(∇η,∇2η) · φdx

−
∫

Q
∂k∇wijke(∇η,∇2η)∂jφi dx = −

∫

∂Q
∂k∂wijke(∇η,∇2η)φi dnj +

∫

Q
∂j∂k∂wijke(∇η,∇2η)φi dx

Now, the second-to last term (namely
∫
∂Q∇we(∇η,∇2η) : ∇φ · dn) can be further rewritten as

follows. Here we use the assumption of bounded mean curvature κ = 1
2 divS n. We denote

∇ = (n⊗ n+ (I − n⊗ n))∇ =: n⊗ ∂n +∇S
∂i = ninj∂j + (∂i − ninj∂j)
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in other words for u : Rd → R
∇u = (n · ∇u)n+ (∇u− (n · ∇u)n) = ∂nun+∇Su
∂iu = nj∂juni + (∂iu− nj∂juni)

and for η : Rd → Rd

∇η = (n · ∇η)n+ (∇η − (n · ∇η)n) = ∂nη ⊗ n+∇Sη
∂jηi = nk∂kηinj + (∂jηi − nk∂kηinj)

divS η = Tr∇Sη = ∂iηi − nk∂kηini
Rewriting the gradient to this normal and surface part, we obtain
∫

∂Q
∇we(∇η,∇2η) : ∇φ · dn =

∫

∂Q
∇we(∇η,∇2η) : n⊗ ∂nφ · dn+

∫

∂Q
∇we(∇η,∇2η) : ∇Sφ · dn

∫

∂Q
∂wijke(∇η,∇2η)∂jφidnk =

∫

∂Q
∂wijke(∇η,∇2η)nl∂lφinjdnk

+

∫

∂Q
∂wijke(∇η,∇2η)(∂jφi − nl∂lφinj)dnk

Using the Gauss-Green formula on the surface ∂Q (which has empty relative boundary since it
is compact) gives us

∫

∂Q
∇we(∇η,∇2η) : ∇Sφ · dn =−

∫

∂Q
divS ∇we(∇η,∇2η) · φ · dn

−
∫

∂Q
(divS n)∇we(∇η,∇2η) : n⊗ φ · dn

∫

∂Q
∂wijke(∇η,∇2η)(∂jφi − nl∂lφinj)dnk =−

∫

∂Q
(∂i∇wijke(∇η,∇2η)− nl∂l∇wijke(∇η,∇2η)ni)φj dnk

−
∫

∂Q
(∂ini − nk∂knini)∇wijke(∇η,∇2η))niφk dnj

So thus in total we get for the energy

DE(η)〈φ〉 =

∫

∂Q
∇ξe(∇η,∇2η) · φ · dn−

∫

Q
divx∇ξe(∇η,∇2η) · φdx+

∫

∂Q
∇we(∇η,∇2η) : n⊗ ∂nφ · dn

−
∫

∂Q
divS ∇we(∇η,∇2η) · φ · dn−

∫

∂Q
(divS n)∇we(∇η,∇2η) : n⊗ n · φ · dn

−
∫

∂Q
divx∇we(∇η,∇2η) · φ · dn+

∫

Q
div2

x∇we(∇η,∇2η) · φdx

For the dissipation, integrating by parts in space

D2R(η, ∂tη)〈φ〉 =

∫

∂Q
∇ξr(∇η, ∂t∇η) · φ · dn−

∫

Q
divx∇ξr(∇η, ∂t∇η) · φdx

+

∫

∂Q
∇zr(∇η, ∂t∇η) · φ · dn−

∫

Q
divx∇zr(∇η, ∂t∇η) · φdx

D2R(η, ∂tη)〈φ〉 =

∫

∂Q
∂ξijr(∇η, ∂t∇η)φi dnj −

∫

Q
∂j∂ξijr(∇η, ∂t∇η)φi dx

+

∫

∂Q
∂zijr(∇η, ∂t∇η)φi dnj −

∫

Q
∂j∂zijr(∇η, ∂t∇η)φi dx

For the inertial term, integrate by parts in time to obtain (remember that φ(T ) = 0)

−
∫ T

0
ρs〈∂tη, ∂tφ〉 dt = ρs〈∂tη(0), φ(0)〉+

∫ T

0
ρs〈∂ttη, φ〉 dt
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Therefore in total the we get that

−
∫ T

0
ρs〈∂tη, ∂tφ〉 dt+

∫ T

0
DE(η)〈φ〉+D2R(η, ∂tη)〈φ〉dt−

∫ T

0
ρs〈f, φ〉dt− ρs〈η∗, φ(0)〉 =

∫ T

0
ρs〈∂ttη, φ〉+

∫

∂Q
∇ξe(∇η,∇2η) · φ · dn

−
∫

Q
divx∇ξe(∇η,∇2η) · φdx+

∫

∂Q
∇we(∇η,∇2η) : n⊗ ∂nφ · dn

−
∫

∂Q
divS ∇we(∇η,∇2η) · φ · dn−

∫

∂Q
(divS n)∇we(∇η,∇2η) : n⊗ n · φ · dn

−
∫

∂Q
divx∇we(∇η,∇2η) · φ · dn+

∫

Q
div2

x∇we(∇η,∇2η) · φdx
∫

∂Q
∇ξr(∇η, ∂t∇η) · φ · dn

−
∫

Q
divx∇ξr(∇η, ∂t∇η) · φdx dt+

∫

∂Q
∇zr(∇η, ∂t∇η) · φ · dn−

∫

Q
divx∇zr(∇η, ∂t∇η) · φdx

−
∫ T

0
ρs〈f, ξ〉dt+ ρs〈∂tη(0), φ(0)〉 − ρs〈∂tη(0), φ(0)〉

Altogether with the solid and fluid terms, it holds

〈v(0), ξ(0)〉Ω(0) +

∫ T

0
〈∂tv, ξ〉Ω(t) + ρf

∫

Ω(t)
v · ∇v · ξ dx+ ν

(∫

∂Ω(t)
[εv]ξ · dn− 1

2

∫

Ω(t)
∆vξ dx

)
dt

+

∫

Ω(t)
∇p · ξ dx dt−

∫

∂Ω(t)
pξ · dn− 〈v0, ξ(0)〉Ω(0) −

∫ T

0
ρf 〈f, ξ〉Ω(t) dt+

∫ T

0
ρs〈∂ttη, φ〉+

∫

∂Q
∇ξe(∇η,∇2η) · φ · dn−

∫

Q
divx∇ξe(∇η,∇2η) · φdx+

∫

∂Q
∇we(∇η,∇2η) : n⊗ ∂nφ · dn

−
∫

∂Q
divS ∇we(∇η,∇2η) · φ · dn−

∫

∂Q
(divS)n∇we(∇η,∇2η) : n⊗ φ · dn

−
∫

∂Q
divx∇we(∇η,∇2η) · φ · dn+

∫

Q
div2

x∇we(∇η,∇2η) · φdx
∫

∂Q
∇ξr(∇η, ∂t∇η) · φ · dn

−
∫

Q
divx∇ξr(∇η, ∂t∇η) · φdx dt+

∫

∂Q
∇zr(∇η, ∂t∇η) · φ · dn−

∫

Q
divx∇zr(∇η, ∂t∇η) · φdx

−
∫ T

0
ρs〈f, ξ〉dt+ ρs〈∂tη(0), φ(0)〉 − ρs〈∂tη(0), φ(0)〉 = 0

for all φ ∈ L∞((0, T );W 2,q(Q;Rd)) ∩W 1,2((0, T );W 1,2(Q;Rd)), ξ ∈ C∞([0, T ] × Ω;Rd) with
φ = ξ ◦ η in Q, ξ · n = 0 on ∂Ω, ξ(T ) = 0, φ(T ) = 0.

From this, we can see that the strong formulation as in Definition 3.3 holds. �

4. Variational existence scheme

We will use the regularized energy and dissipation with κ > 0, that is

Eκ(η) = E(η) + κa0‖∇k0+2η‖2 Rκ(η, b) = R(η, b) + κ‖∇k0+2b‖2

where the exponent a0 > 0 will be chosen later, and k0 is chosen so large that W k0,2 embeds
into W 2,q.

Now we fix h > 0 and solve first the time delayed problem on (0, h).

Definition 4.1 (Time-delayed solution). Let wf ∈ L2((0, h)×Ω0;Rd), ws ∈ L2((0, h)×Q;Rd)
be given, where Ω0 = Ω\η0(Q). Then η, v is called a weak solution to the time-delayed problem
if (η ◦ η−1) · n = v · n on ∂η(·, Q), and satisfies the equations
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Fluid-only equation.

ν〈εv, εξ〉Ω(t) + κ〈∇k0v,∇k0ξ〉Ω(t) + ρf

〈
v ◦ Φ− wf

h
, ξ ◦ Φ

〉

Ω0

− ρf 〈f, ξ〉Ω = 0

for all test functions ξ ∈ C∞((0, h)× Ω(t);Rd) with div ξ = 0 in Ω(t), ξ · n = 0 on ∂Ω(t).

Coupled equation.

DE(η)〈φ〉+D2R (η, ∂tη) 〈φ〉+ 2κa0〈∇k0+2η,∇k0+2φ〉+ 2κ
〈
∇k0+2∂tη,∇k0+2φ

〉

+ρs

〈
∂tη − ws

h
, φ

〉
− ρs 〈f ◦ η, φ〉

+ν〈εv, εξ〉Ω(t) + κ〈∇k0v,∇k0ξ〉Ω(t) + ρf

〈
v ◦ Φ− wf

h
, ξ ◦ Φ

〉

Ω0

− ρf 〈f, ξ〉Ω = 0

for all test functions ξ ∈ C∞((0, h) × Ω;Rd), φ ∈ C([0, h];W k0+2,2(Q;Rd)) with φ = ξ ◦ η and
div ξ = 0 in Ω(t), ∇`(ξ · n) = 0 on ∂Ω, ` = 0, . . . , k0.

The flow map Φ: (0, T )×Ω0 is such that Φt := Φ(t, ·) solves ∂tΦt = v(t) ◦Φt with Φ0 = idΩ0 ,
here we denote Ω(t) = Ω \ η(t, Q).

The velocities wf resp. ws will later represent the fluid resp. solid velocity in the previous h
step. To solve this problem, we perform the following minimization scheme.

4.1. Minimization. For now let τ > 0 be a fixed discretization step.
To ease the notation we write for the fluid terms ‖ · ‖Ωk for the L2(Ωk;Rd) norm, and in the

solid terms ‖ · ‖ for the L2(Q;Rd) norm, similarly for scalar products on these spaces.
We discretize the right hand side

f
(τ)
k =

∫ kτ

(k−1)τ
f(t) dt

and the velocities

w
(τ)
s,k =

1

τ

∫ kτ

(k−1)τ
ws dt, w

(τ)
f,k =

1

τ

∫ kτ

(k−1)τ
wf dt.

Assume we have η
(τ)
k−1, v

(τ)
k−1, where η

(τ)
0 ∈ E ∩W k0+2,2(Q;Rd) and v

(τ)
0 ∈ W k0,2(Ω0;Rd) is the

given initial condition and the domain is Ω
(τ)
k−1 = Ω \ η(τ)

k−1(Q).
The next step is found as

(η
(τ)
k , v

(τ)
k ) ∈ arg minJ (τ)

k (η, v) (4.1)

where the minimum is over (η, v) ∈ E ∩W k0+2,2(Q;Rd)×W k0,2
div (Ω

(τ)
k−1;Rd) satisfying

with
η − η(τ)

k−1

τ
· n(τ)

k−1 = v ◦ η · n(τ)
k−1, on ∂Q, and v · n(τ)

k−1 = 0 on ∂Ω, where

and the functional J (τ)
k : W k0+2,2(Q;Rd)×W k0,2

div (Ω
(τ)
k−1;Rd)→ R is defined as

J (τ)
k (η, v) := E(η) + τR

(
η

(τ)
k−1,

η − η(τ)
k−1

τ

)
+ κa0‖∇k0+2η‖2 + κτ

∥∥∥∥∥∇
k0+2

η − η(τ)
k−1

τ

∥∥∥∥∥

2

+ρs
τh

2

∥∥∥∥∥∥∥

η−η(τ)
k−1

τ − w(τ)
s,k−1

h

∥∥∥∥∥∥∥

2

− τρs
〈
f

(τ)
k ◦ η(τ)

k−1,
η − η(τ)

k−1

τ

〉

+
τν

2
‖εv‖2

Ω
(τ)
k−1

+ κ
τ

2
‖∇k0v‖2

Ω
(τ)
k−1

+ ρf
τh

2

∥∥∥∥∥∥
v ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h

∥∥∥∥∥∥

2

Ω0

− τρf 〈f (τ)
k , v〉

Ω
(τ)
k−1

.
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The flow map begins as Φ
(τ)
0 := id and for the next step is defined as

Φ
(τ)
k := (id +τv

(τ)
k ) ◦ Φ

(τ)
k−1 (4.2)

We will assume that it holds Ω
(τ)
k := Φ

(τ)
k (Ω0), and moreover Φ

(τ)
k : Ω0 → Ω

(τ)
k is a diffeomor-

phism with bounded Jacobian, which is certainly true for k = 0 and for subsequent steps it will
be shown below in Proposition 4.4.

Lemma 4.2 (Existence of a minimum). The minimization problem (4.1) admits a minimum

(η
(τ)
k , v

(τ)
k ).

Proof. We show that the minimum exists by the direct method of the calculus of variations.

Firstly, the set over which we minimize is nonempty, because (η
(τ)
k−1, 0) ∈ E ∩W k0+2,2(Q;Rd)×

W k0,2
div (Ω

(τ)
k−1;Rd) satisfies the coupling condition and is thus admissible. To see that the func-

tional J (τ)
k is bounded from below, use the inequality (a− b)2 ≥ a2/2− b2 in the terms

ρf
τh

2

∥∥∥∥∥∥
v ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h

∥∥∥∥∥∥

2

Ω0

≥ ρf
τ

4h
‖v ◦ Φ

(τ)
k−1‖2Ω0

− ρf
τ

2h
‖w(τ)

f,k−1‖2

and

ρs
τh

2

∥∥∥∥∥∥

η−ηk−1

τ − w(τ)
s,k−1

h

∥∥∥∥∥∥

2

≥ ρs
τ

4h

∥∥∥∥∥
η − η(τ)

k−1

τ

∥∥∥∥∥

2

− ρs
τ

2h
‖w(τ)

s,k−1‖2

and Young inequality in the f terms, namely

−τρf 〈f, v〉Ωk−1
≥ −ρfτ‖f‖2

Ω
(τ)
k−1

− ρf
τ

4
‖v‖2

Ω
(τ)
k−1

−τρs
〈
f ◦ η,

η − η(τ)
k−1

τ

〉
≥ −ρsτ‖f ◦ η‖2 − ρs

τ

4

∥∥∥∥∥
η − η(τ)

k−1

τ

∥∥∥∥∥

2

and omitting the other non-negative terms, to get

J (τ)
k (η, v) ≥ Emin − ρf

τ

2h
‖w(τ)

f,k−1‖2 − ρs
τ

2h
‖w(τ)

s,k−1‖2 − ρfτ‖f‖2Ω(τ)
k−1

− ρsτ‖f ◦ η‖2

and, since the mapping f 7→ f ◦ η is bounded in L2 by Lemma 2.4 (since E(η) is bounded) this
gives a uniform bound and thus J is bounded from below.

Further J (τ)
k is coercive on W k0+2,2(Q;Rd) × W k0,2(Ω

(τ)
k−1;Rd), as can be easily seen (the

κ-terms are coercive and the f terms can be absorbed as above). Further, it is weakly lower
semicontinuous due to the assumptions on E and R and the convexity of the other terms. So
there exists a minimizing sequence with a weakly convergent subsequence.

Moreover the set over which we minimize in (4.1) is weakly closed by the following argument.
The Ciralet-Necas condition is weakly closed, because weak convergence in W k0+2,2(Q;Rd)
implies uniform convergence of η and ∇η. Further, we stay strictly away from det∇η = 0 by
the assumption (E.2). Moreover the normal coupling is also a weakly closed condition, since
continuous functions up to the boundary are compact in W k0+2,2 resp. W k0,2, we get that the
trace and in particular the coupling is preserved in the weak limit. �

4.1.1. The discrete weak Euler-Lagrange equation. Fluid-only equation.

By (η
(τ)
k , v

(τ)
k ) being a minimizer of J (τ)

k we get in particular that v
(τ)
k is a minimizer of

J (τ)
k (η

(τ)
k , ·) over v satisfying v◦η(τ)

k ·n
(τ)
k−1 =

η
(τ)
k −η

(τ)
k−1

τ ·n(τ)
k−1. Since the functional J (τ)

k (η
(τ)
k , ·) is

convex on W k0,2(Ω
(τ)
k−1;Rd), we get that the following Euler-Lagrange equation for the minimizer
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v
(τ)
k is satisfied:

ν〈εv(τ)
k , εξ〉

Ω
(τ)
k−1

+κ〈∇k0v
(τ)
k ,∇k0ξ〉

Ω
(τ)
k−1

+ρf

〈
v

(τ)
k ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h
, ξ ◦ Φk−1

〉

Ω0

−〈f (τ)
k , ξ〉

Ω
(τ)
k−1

= 0

(4.3)

holds for all ξ ∈ C∞(Ω
(τ)
k ;Rd) with ξ · n(τ)

k−1 = 0 and div ξ = 0 in Ω
(τ)
k−1.

Coupled equation
Let us now derive the discrete coupled equation. So we take functions ξ ∈ C∞(Q;Rd) and

φ ∈W k0,2(Ω;Rd) with div ξ = 0 in Ω
(τ)
k−1 and φ = ξ◦η(τ)

k−1 in Q. Now let us take the perturbation
with the scaling (φ, ξ/τ) (this is the correct one that preserves the coupling condition on the
interface.) That is, we differentiate

t 7→ J (τ)
k (η

(τ)
k + tφ, v

(τ)
k + tξ/τ)

at t = 0. Here it is possible, in particular that the perturbation (η
(τ)
k + tφ, v

(τ)
k + tξ/τ) is

admissible for small enough t.
The resulting equation is

DE(η
(τ)
k )〈φ〉+D2R

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

)
〈φ〉+ 2κa0〈∇k0+2η

(τ)
k ,∇k0+2φ〉+

2κ

〈
∇k0+2

η
(τ)
k − η

(τ)
k−1

τ
,∇k0+2φ

〉
+ ρs

〈 η
(τ)
k −η

(τ)
k−1

τ − w(τ)
s,k−1

h
, φ

〉
− ρs

〈
f

(τ)
k ◦ η(τ)

k−1, φ
〉

+ν〈εv(τ)
k , εξ〉

Ω
(τ)
k−1

+ κ〈∇k0v
(τ)
k ,∇k0ξ〉

Ω
(τ)
k−1

+ ρf

〈
v

(τ)
k ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h
, ξ ◦ Φ

(τ)
k−1

〉

Ω0

−ρf 〈f (τ)
k , ξ〉

Ω
(τ)
k−1

= 0

(4.4)

for all ξ ∈ C∞(Ω;Rd), div ξ = 0 in Ω
(τ)
k−1 and φ ∈W k0,2(Q;Rd) with φ = ξ ◦ η(τ)

k−1 in Q.

Lemma 4.3 (Discrete energy estimates). For the constructed ηk, vk the following energy esti-
mate holds:

E(η
(τ)
k ) + κa0‖∇k0+2η

(τ)
k ‖2 +

k∑

j=1

[
κτ

∥∥∥∥∥∇
k0+2

η
(τ)
j − η

(τ)
j−1

τ

∥∥∥∥∥

2

+ τR

(
η

(τ)
j−1,

η
(τ)
j − η

(τ)
j−1

τ

)

+ ρs
τ

8h

∥∥∥∥∥
η

(τ)
j − η

(τ)
j−1

τ

∥∥∥∥∥

2

+
τν

2
‖εv(τ)

j ‖2Ω(τ)
j−1

+ κ
τ

2
‖∇k0v

(τ)
j ‖2Ω(τ)

j−1

+ ρf
τ

8h
‖v(τ)
j ◦ Φ

(τ)
j−1‖2Ω0

]

≤ E(η0) + κa0‖∇k0+2η0‖2

+

k∑

j=1

[
ρs
τ

h

∥∥∥w(τ)
s,j−1

∥∥∥
2

+ ρf
τ

h

∥∥∥w(τ)
f,j−1

∥∥∥
2

Ω0

+ ρs2τh‖f (τ)
j ◦ η(τ)

j−1‖2 + ρf2τh‖f (τ)
j ‖2Ω(τ)

j−1

]

Proof. For the discrete energy estimates, we compare (η
(τ)
k , v

(τ)
k ) with (η

(τ)
k−1, 0) in the minimiza-

tion (4.1). That is,

J (τ)
k (η

(τ)
k , v

(τ)
k ) ≤ J (τ)

k (η
(τ)
k−1, 0).
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Writing this out gives

E(η
(τ)
k ) + τR

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

)
+ κa0‖∇k0+2η

(τ)
k ‖2 + κτ

∥∥∥∥∥∇
k0+2

η
(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

+ρs
τh

2

∥∥∥∥∥∥∥

η
(τ)
k −η

(τ)
k−1

τ − w(τ)
s,k−1

h

∥∥∥∥∥∥∥

2

− τρs
〈
f

(τ)
k ◦ η(τ)

k−1,
η

(τ)
k − η

(τ)
k−1

τ

〉

+
τν

2
‖εv(τ)

k ‖2Ω(τ)
k−1

+ κ
τ

2
‖∇k0v

(τ)
k ‖2Ω(τ)

k−1

+ ρf
τh

2

∥∥∥∥∥∥
v

(τ)
k ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h

∥∥∥∥∥∥

2

Ω0

− τρf 〈f (τ)
k , v

(τ)
k 〉Ω(τ)

k−1

≤ E(η
(τ)
k−1) + κa0‖∇k0+2η

(τ)
k−1‖2 + ρs

τh

2

∥∥∥∥∥∥
w

(τ)
s,k−1

h

∥∥∥∥∥∥

2

+ ρf
τh

2

∥∥∥∥∥∥
w

(τ)
f,k−1

h

∥∥∥∥∥∥

2

Ω0

.

Now we sum this over j = 1, . . . , k, so that we obtain the energy estimates

E(η
(τ)
k ) + κa0‖∇k0+2η

(τ)
k ‖2 +

1

2

k∑

j=1

[
κτ

∥∥∥∥∥∇
k0+2

η
(τ)
j − η

(τ)
j−1

τ

∥∥∥∥∥

2

+ τR

(
η

(τ)
j−1,

η
(τ)
j − η

(τ)
j−1

τ

)

+ρs
τh

2

∥∥∥∥∥∥∥

η
(τ)
j −η

(τ)
j−1

τ − w(τ)
s,j−1

h

∥∥∥∥∥∥∥

2

− τρs
〈
f

(τ)
j ◦ η(τ)

j−1,
η

(τ)
j − η

(τ)
j−1

τ

〉

+
τν

2
‖εv(τ)

j ‖2Ω(τ)
j−1

+ κ
τ

2
‖∇k0v

(τ)
j ‖2Ω(τ)

j−1

+ ρf
τh

2

∥∥∥∥∥∥
v

(τ)
j ◦ Φ

(τ)
j−1 − w

(τ)
f,j−1

h

∥∥∥∥∥∥

2

Ω0

− τ〈f (τ)
j , v

(τ)
j 〉Ω(τ)

j−1

]

≤ E(η0) + κa0‖∇k0+2η0‖2 + C(h)‖w‖2L2(L2) + C‖f‖L2(L∞)

To get uniform in τ energy estimates, using and the Young inequality we get in inertial and
forcing term in the solid

ρs
τ

4h

∥∥∥∥∥
η

(τ)
k − ηk−1

τ

∥∥∥∥∥

2

− ρs
τ

2h
‖w(τ)

s,k−1‖2 − ρs
τ

8h

2

∥∥∥∥∥
η

(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

− ρs2τh‖f (τ)
k ◦ η(τ)

k−1‖

≤ ρs
τh

2

∥∥∥∥∥∥∥

η
(τ)
k −η

(τ)
k−1

τ − w(τ)
s,k−1

h

∥∥∥∥∥∥∥

2

− τρs
〈
f

(τ)
k ◦ η(τ)

k−1,
η

(τ)
k − η

(τ)
k−1

τ

〉

and in the fluid

ρf
τ

4h
‖v(τ)
k ◦ Φ

(τ)
k−1‖2Ω0

− ρf
τ

2h
‖w(τ)

f,k−1‖2Ω0
− ρf

τ

8h
‖v(τ)
k ‖2Ω(τ)

k−1

− ρf2τh‖f (τ)
k ‖2Ω(τ)

k−1

≤ ρf
τh

2

∥∥∥∥∥∥
v

(τ)
k ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h

∥∥∥∥∥∥

2

Ω0

− τρf 〈f (τ)
k , v

(τ)
k 〉Ω(τ)

k−1

.

As Φ
(τ)
j is a diffeomorphism with bounded change of volume by by Proposition 4.4 below, we

have ‖v(τ)
k ◦ Φ

(τ)
k−1‖Ω0 = ‖v(τ)

k ‖Ω(τ)
k−1

.
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So that we get

E(η
(τ)
k ) + τR

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

)
+ κa0‖∇k0+2η

(τ)
k ‖2 + κτ

∥∥∥∥∥∇
k0+2

η
(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

+ρs
τ

8h

∥∥∥∥∥
η

(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

+
τν

2
‖εv(τ)

k ‖2Ω(τ)
k−1

+ κ
τ

2
‖∇k0v

(τ)
k ‖2Ω(τ)

k−1

+ ρf
τ

8h
‖v(τ)
k ◦ Φ

(τ)
k−1‖2Ω0

≤ E(η
(τ)
k−1) + κa0‖∇k0+2η

(τ)
k−1‖2 + ρs

τ

h

∥∥∥w(τ)
s,k−1

∥∥∥
2

+ ρf
τ

h

∥∥∥w(τ)
f,k−1

∥∥∥
2

Ω0

+ ρs2τh‖f (τ)
k ◦ η(τ)

k−1‖2

+ρf2τh‖f (τ)
k ‖2Ω(τ)

k−1

Now we sum this over j = 1, . . . , k, so that we obtain the energy estimates in the statement of
this lemma. �
Proposition 4.4 (Estimates of the flow map). For every ε > 0, the discrete flow map satisfies
the estimate on its Jacobian

1

1 + ε
≤ det∇Φ

(τ)
k ≤ 1 + ε

for τ small enough, in dependence of ε (i.e. for all 0 < τ < τ0(ε)). Consequently, it holds

lim
τ→0

det∇Φ(τ) = 1

uniformly on [0, T ]. Moreover the maps Φ(τ) are uniformly Lipschitz-continuous in space, so

that the Lipschitz constant Lip Φ(τ)(t) is independent of τ and t.

Proof. We recall that the definition (4.2) of Φ
(τ)
k , so that

∇Φ
(τ)
k = (I + τ∇v(τ)

k ) ◦ Φ
(τ)
k−1 · ∇Φ

(τ)
k−1

and consequently

det∇Φ
(τ)
k = det((I + τ∇v(τ)

k ) ◦ Φ
(τ)
k−1) det∇Φ

(τ)
k−1 =

k∏

j=1

det((I + τ∇v(τ)
j ) ◦ Φ

(τ)
k−1).

Now compute, expanding the product by the definition of the determinant and assembling by
powers of τ

det(I + τ∇v(τ)
j ) = 1 + τ Tr∇v(τ)

j︸ ︷︷ ︸
=div v

(τ)
j =0

+
d∑

`=2

τ `M`(∇v(τ)
j )

where M` are homogeneous polynomials of degree `, so that we have

det∇Φ
(τ)
k ≤

k∏

j=1

(
1 +

d∑

`=2

c`τ
`‖∇v(τ)

j ‖`L∞
)
≤ exp




k∑

j=1

d∑

`=2

c`τ
`‖∇v(τ)

j ‖`L∞




= exp




d∑

`=2

c`τ
`/2

k∑

j=1

(
τ‖∇v(τ)

j ‖2L∞
) `

2


 ≤ exp




d∑

`=2

c`τ
`
2

k∑

j=1

τ‖∇v(τ)
j ‖2L∞


 ≤ exp

(
τ

d∑

`=2

c`K
)

where we used
∑d

j=1 a
p
j ≤

∑d
j=1 aj for p ≥ 1, and that we know from the energy estimate of

Lemma 4.3, since we have the embedding W k0,2 ⊂W 1,∞ with constant c, that

k∑

j=1

τ‖∇v(τ)
j ‖2L∞ ≤ c2

k∑

j=1

τ‖∇k0v
(τ)
j ‖2L2 ≤ K

Choosing τ small enough we get the exponential smaller than 1 + ε. Similarly we can estimate
from below, using 1/(1−s) ≤ 1+εs for 0 ≤ s ≤ ε/(1+ε). The uniform convergence of Jacobians
to 1 follows from this.
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The Lipschitz continuity follows by (we use 1 + t ≤ et)

Lip
(

Φ
(τ)
k

)
≤

k∏

l=1

(
1 + τ Lip

(
v

(τ)
l

))
≤ exp

(
k∑

l=1

τ Lip
(
v

(τ)
l

))

≤ exp



√√√√

k∑

l=1

τ

√√√√
k∑

l=1

τ Lip
(
v

(τ)
l

)2


 ≤ exp(

√
h
√
K).

�

4.1.2. Weak limit τ → 0. We define the piecewise constant and piecewise affine interpolations
as

η(τ)(t, x) = η
(τ)
k (x) for τ(k − 1) ≤ t < τk,

η(τ)(t, x) = η
(τ)
k−1(x) for τ(k − 1) ≤ t < τk,

η̃(τ)(t, x) =
τk − t
τ

η
(τ)
k−1(x) +

t− τ(k − 1)

τ
η

(τ)
k (x) for τ(k − 1) ≤ t < τk,

v(τ)(y) = v
(τ)
k−1(y) for τ(k − 1) ≤ t < τk, y ∈ Ω

(τ)
k−1,

Φ(τ)(t, y) = Φ
(τ)
k−1(y) for τ(k − 1) ≤ t < τk,

Φ̃(τ)(t, y) =
τk − t
τ

Φ
(τ)
k−1(x) +

t− τ(k − 1)

τ
Φ

(τ)
k (x) for τ(k − 1) ≤ t < τk,

(4.5)

as well as Ω(τ)(t) = Ω
(τ)
k−1 for τ(k − 1) ≤ t < τk.

By the estimate of Lemma 4.3 we have (for a nonlabelled subsequence τ → 0) that

η(τ) ∗⇀ η in L∞((0, h);W k0+2,2(Q;Rd))

∂tη̃
(τ) ⇀ ∂tη in L2((0, h);W k0+2,2(Q;Rd))

v(τ) η
⇀ v in L2((0, h);W k0,2(Ω(t);Rd)).

(4.6)

Since we have a compact embedding

C(1/2)−([0, h];C1,α−(Q;Rd)) ↪→↪→W 1,2((0, h);W k0,2(Q;Rd))

we have that

η(τ) → η in C(1/2)−([0, h];C1,α−(Q;Rd))

which in particular means that η(τ) ⇒ η on [0, h]×∂Q and also det∇η(τ) → det∇η in C([0, T ]×
Q).

Now we verify that the coupling condition holds in the limit: We know that for the approxi-
mate deformations the following coupling condition holds

v(τ) ◦ η(τ) · n(τ) = ∂tη
(τ) · n(τ) on [0, T ]× ∂Q (4.7)

Let us operate now in the Eulerian domain and let us fix an arbitrary test function ψ ∈
C0((0, T )×Ω). Now write the solid part using the divergence theorem, change of variables, and
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the above convergences:
∫ T

0

∫

∂Ω(τ)

ψ∂tη
(τ) ◦ (η(τ))−1 · dn(τ) dt =

∫ T

0

∫

η(τ)(Q)
div(ψ∂tη

(τ) ◦ (η(τ))−1) dx dt

=

∫ T

0

∫

η(τ)(Q)
∇ψ · ∂tη(τ) ◦ (η(τ))−1 + ψ∇∂tη(τ) ◦ (η(τ))−1 : ∇T (η(τ))−1 dx dt

=

∫ T

0

∫

Q

(
∇ψ ◦ η(τ) · ∂tη(τ) + ψ ◦ η(τ)∇∂tη(τ) : ∇T (η(τ))−1 ◦ η(τ)

)
det∇η(τ) dx dt

→
∫ T

0

∫

Q

(
∇ψ ◦ η · ∂tη + ψ ◦ η∇∂tη : ∇T η−1 ◦ η

)
det∇η dx dt

=

∫ T

0

∫

η(Q)
∇ψ · ∂tη ◦ η−1 + ψ∇∂tη ◦ η−1 : ∇T η−1 dt

=

∫ T

0

∫

η(Q)
div(ψ∂tη ◦ η−1) dx dt =

∫ T

0

∫

∂η(Q)
ψ∂tη ◦ η−1 · dn dt

Similarly on the fluid domain, we can write by the divergence theorem
∫ T

0

∫

∂Ω(τ)(t)
ψv(τ) · dn(τ) dt =

∫ T

0

∫

Ω(τ)(t)
∇ψ · v(τ) + ψ div v(τ) dx dt

→
∫ T

0

∫

Ω(t)
∇ψ · v + ψ div v dx dt =

∫ T

0

∫

∂Ω(t)
ψv · dn dt.

Now recall that by (4.7) we have that the left hand sides of the last two equations are equal, so
that this proves that the coupling condition holds in the limit, that is

v · n = ∂tη ◦ η−1 · n on (0, T )× ∂Ω(t)

We also pass to the limit in the flow map. By the estimates of the previous section, Proposition
4.4, there is Φ ∈ C([0, T ];W 1,∞(Ω0;Rd)) such that

Φ(τ) → Φ in C([0, T ];C0,α(Ω0;Rd).

By Proposition 4.4 we know that det∇Φ = 1 a.e. Moreover, passing to the limit by 4.2 definition
of Φ(τ) we have

∂tΦ(t) = lim
τ→0

∂tΦ̃
(τ)(t) = lim

τ→0
u(τ)(t) ◦ Φ(τ)(t) = v(t) ◦ Φ(t). (4.8)

From here it also follows that Φt : Ω0 → Ω(t) is a diffeomorphism, t ∈ [0, T ].

4.2. Passing to the limit τ → 0 in the Euler-Lagrange equation.

4.2.1. Fluid only equation.

Proposition 4.5. The limit solution v from (4.6) satisfies the equation
∫ h

0
ν〈εv, εξ〉Ω(t) + κ〈∇k0v,∇k0ξ〉Ω(t) + ρf

〈
v ◦ Φ− wf

h
, ξ ◦ Φ

〉

Ω0

− 〈f, ξ〉Ω(t) dt = 0

holds for all ξ ∈ C∞([0, h]×Ω(t);Rd), ∇`(ξ · n) = 0 on ∂Ω(t), div ξ = 0 in Ω(t), with ξ(h) = 0
and ∇`(ξ · n) = 0, ` = 1, . . . , k0

Proof. We have a fluid only equation as in (4.3), denoting this in the (τ)-notation of (4.5), this
reads as
∫ h

0
ν〈εv(τ), εξ(τ)〉Ω(τ) + κ〈∇k0v(τ),∇k0ξ(τ)〉Ω(τ) + ρf

〈
v(τ) ◦ Φ(τ) − w(τ),f

h
, ξ(τ) ◦ Φ(τ)

〉

Ω0

−〈f (τ), ξ(τ)〉Ω(τ) dt = 0

(4.9)
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where ξ(τ) ≡ ξ(τ)
k ∈ C∞(Ω

(τ)
k−1;Rd) on ((k− 1)τ, kτ ] with ξ

(τ)
k ·n

(τ)
k = 0 on ∂Ω

(τ)
k and div ξ

(τ)
k = 0

in Ω
(τ)
k .

Approximation of ξ: Let us have a fixed test function for the limit equation, that is ξ ∈
C∞([0, h] × Ω(t);Rd), ξ · n = 0 on ∂Ω(t), div ξ = 0 in Ω(t), with ξ(h) = 0 and ∇`(ξ · n) = 0,
` = 1, . . . , k0.

Let now ε > 0 be fixed. Consider a smooth cutoff ψε which is 1 on ε-neighborhood of ∂η(Q)
and vanishes outside its 2ε-neighborhood. That is, ψε ∈ C∞(Rd;Rd) such that ψε(y) = 1 if
dist(y, ∂η(Q)) ≤ ε and ψε(y) = 0 if dist(y, ∂η(Q)) ≥ 2ε.

We now define the sought approximation ξ
(τ)
ε and ξε given by Proposition 2.9 (ii). By this

lemma it is seen that ξ
(τ)
ε is an admissible test function for the equation (4.9). By the same

proposition we see that for fixed ε > 0 we can pass to the limit in the equation as τ → 0 and
see that the limit equation is satisfied with ξε.

At this point we will comment in a bit more detail about the convergence τ → 0. For any ξ
as above ( ξ ∈ C∞([0, T ] × Ω(t);Rd), ξ · n = 0 on ∂Ω(t), div ξ = 0, with ξ(T ) = 0), construct

ξ(τ) as above ( ξ(τ)(t) ∈ C∞(Ω
(τ)
k−1;Rd) on t ∈ ((k − 1)τ, kτ ] with ξ

(τ)
k · n

(τ)
k−1 = 0 on ∂Ω

(τ)
k and

div ξ
(τ)
k = 0 in Ω

(τ)
k−1.) By the lemma we have

ξ(τ)
ε

η→ ξε in L2((0, T );W k0,2(Ω;Rd))

holds in the sense that

(∇`ξ(τ)
ε )0 → (∇`ξε)0 in L2((0, T );L2(Ω;Rd))

for ` = 0, . . . , k0, where (·)0 is the extension by 0 to Ω. In particular this means

∫ T

0
‖(∇`ξ(τ)

ε )0 − (∇`ξε)0‖2L2(Ω;Rd) dt→ 0

for ` = 0, . . . , k0..
Then we show in a standard way, that for every u(τ) ∈ L2((0, T );L2(Ω(τ)(t);Rd)) and u ∈

L2((0, T );L2(Ω(t);Rd)) with u(τ) ⇀ u it holds that

∫ T

0
〈u(τ),∇`ξ(τ)

ε 〉Ω(τ)(t) dt→
∫ T

0
〈u,∇`ξε〉Ω(t) dt.

Indeed, we can write
∣∣∣∣
∫ T

0
〈u(τ),∇`ξ(τ)

ε 〉Ω(τ)(t) − 〈u,∇`ξε〉Ω(t) dt

∣∣∣∣ =

∣∣∣∣
∫ T

0
〈u(τ)

0 , (∇`ξ(τ)
ε )0 − (∇`ξε)0〉Ω − 〈u0 − u(τ)

0 , (∇`ξε)0〉Ω dt
∣∣∣∣ ≤

‖u(τ)
0 ‖L2((0,T );L2(Ω))‖(∇`ξ(τ)

ε )0 − (∇`ξε)0‖2L2((0,T );L2(Ω;Rd)) +

∣∣∣∣
∫ T

0
〈u0 − u(τ)

0 , (∇`ξε)0〉Ω dt
∣∣∣∣→ 0

where the convergence is respectively by boundedness of u
(τ)
0 , strong convergence of (∇`ξ(τ)

ε )0

and weak convergence of u
(τ)
0 . In this the weak convergences in the equation should be under-

stood. In subsequent usages of this approximation we will not comment more on this point.

∫ h

0
ν〈εv, εξε〉Ω(t) + κ〈∇k0v,∇k0ξε〉Ω(t) + ρf

〈
v ◦ Φ− wf

h
, ξε ◦ Φ

〉

Ω0

− 〈f, ξε〉Ω(t) dt = 0

By the same lemma we can now pass here with ε→ 0 with ξε → ξ in L2((0, T );W k0,2(Ω(t);Rd))
to obtain the desired limit equation.

�
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4.2.2. Coupled equation.

Proposition 4.6. For the limit η, v from (4.6) the following equation is satisfied

∫ h

0
DE(η)〈φ〉+D2R (η, ∂tη) 〈φ〉+ 2κa0〈∇k0+2η,∇k0+2φ〉+ 2κ

〈
∇k0+2∂tη,∇k0+2φ

〉

+ρs

〈
∂tη − w ◦ η0

h
, φ

〉2

− ρs 〈f ◦ η, φ〉

+ν〈εv, εξ〉Ω(t) + κ〈∇k0v,∇k0ξ〉Ω(t) + ρf

〈
v ◦ Φt − w

h
, ξ ◦ Φ

〉

Ω0

− ρf 〈f, ξ〉Ω(t) dt = 0

(4.10)

for all ξ ∈ C∞([0, h] × Ω(t);Rd), div ξ = 0 in Ω(t) and φ ∈ W k0+2,2(Q;Rd) with φ = ξ ◦ η on
Q. Further it satisfies the energy inequality

E(η(h)) + 2κa0‖∇k0+2η(h)‖2 +
1

2h

∫ h

0
ρf‖v‖2Ω(t) + ρs‖∂tη‖2 dt

+

∫ h

0
2R(η, ∂tη) + 2κ‖∇k0+2∂tη‖2 + κ‖∇k0v‖2 dt

≤ E(η(0)) + 2κa0‖∇k0+2η(0)‖2 +
1

2h

∫ h

0
ρf‖wf‖2Ω0

+ ρs‖ws‖2 dt+

∫ t

0
ρs 〈f ◦ η, ∂tη〉+ ρf 〈f, v〉Ω(t) dt.

(4.11)

Proof. As for now, assume the minimizer η
(τ)
k is always in the interior of Ek0 . Thus as above

(4.4) it holds

DE(η
(τ)
k )〈φ〉+D2R

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

)
〈φ〉+ 2κa0〈∇k0+2η

(τ)
k ,∇k0+2φ〉

+2κ

〈
∇k0+2

η
(τ)
k − η

(τ)
k−1

τ
,∇k0+2φ

〉
+ ρs

〈 η
(τ)
k −η

(τ)
k−1

τ − w(τ)
s,k−1

h
, φ

〉
− ρs

〈
f

(τ)
k ◦ η(τ)

k−1, φ
〉

+ν〈εv(τ)
k , εξ〉

Ω
(τ)
k−1

+ κ〈∇k0v
(τ)
k ,∇k0ξ〉

Ω
(τ)
k−1

+ ρf

〈
v

(τ)
k ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h
, ξ ◦ Φ

(τ)
k−1

〉

Ω0

−ρf 〈f (τ)
k , ξ〉

Ω
(τ)
k−1

= 0

for all ξ ∈ C∞(Ω;Rd), div ξ = 0 in Ω
(τ)
k−1 and φ ∈W k0+2,2(Q;Rd) with φ = ξ ◦ η(τ)

k−1
Now we pass to the limit. We use as in Proposition 2.6 that the test functions can be

approximated.
Let ξ be a test function for the limit equation, that is ξ ∈ C∞([0, h]×Ω(t);Rd) with ξ ·n = 0

on ∂Ω and div ξ = 0 in Ω(t). The corresponding solid test function φ is defined by φ := ξ ◦ η.

Pick ε > 0. Then for this ε, find ξε and φε by Proposition 2.6. As Ω(τ)(t) → Ω(t) in the

Hausdorff distance we have that ξε is divergence free on Ω(τ). Necessarily it holds φε = ξε ◦ η,
so we will use this notation.

For τ small enough, ξε, φε is an admissible test function for the approximate equation. The
(τ)-solution in (4.12) .
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Thus we get, after integrating over each τ intervals and summing this up over k, that

∫ h

0
DE(η(τ))〈ξε ◦ η(τ)〉+D2R

(
η(τ), ∂tη̃

(τ)
)
〈ξε ◦ η(τ)〉+ 2κa0〈∇k0+2η(τ),∇k0+2(ξε ◦ η(τ))〉

+2κ
〈
∇k0∂tη̃

(τ),∇k0(ξε ◦ η(τ))
〉

+ ρs

〈
∂tη̃

(τ) − w(τ)
s,k−1

h
, ξε ◦ η(τ)

〉
− ρs

〈
f

(τ) ◦ η(τ), ξε ◦ η(τ)
〉

+ν〈εv(τ), εξε〉Ω(τ) + κ〈∇k0v(τ),∇k0ξε〉Ω(τ)(t) + ρf

〈
v(τ) ◦ Φ(τ) − w(τ)

f,k−1

h
, ξ ◦ Φ(τ)

〉

Ω0

−ρf 〈f (τ)
, ξε〉Ω(τ)(t) dt = 0

(4.12)
Now we pass to the limit in this equation. It is possible since we have the following conver-

gences

η(τ) ∗⇀ η in L∞((0, h);W k0+2,2(Q;Rd))

∂tη̃
(τ) ⇀ ∂tη in L2((0, h);W k0+2,2(Q;Rd))

η(τ) → η in C(1/2)−([0, h];C1,α−(Q;Rd))

v(τ) η
⇀ v in L2((0, h);W k0,2(Ω(t);Rd))

The passage to the limit in the non linearity is not a problem, as thanks to the compact
embedding W k0+2,2 ↪→↪→W 2,q we have

η(τ) → η in L2((0, h);W 2,q(Q;Rd))

and thus by (E.5)

DE(η(τ)) ⇀ DE(η) in L2((0, h);W 2,q(Q;Rd)∗)

and also by (R.4)

D2R(η(τ), ∂tη̃
(τ)) ⇀ D2R(η, ∂tη) in L2((0, h);W 1,2(Q;Rd)).

Thus one can pass to the limit τ → 0 and the limit equation in the statement is satisfied with
ξε. Since the functions ξε → ξ in L2((0, T );W k0,2(Ω(t);Rd) from Proposition 2.6, we obtain
equation in the statement for ξ.

Now let us derive the energy inequality. Note that (in contrast to [BKS23b, Lemma 4.8]) we
derive already here on the discrete τ level. Instead we rely on our findings from [ČS23]. For

this use in (4.12) the test function pair

(
η

(τ)
k −η

(τ)
k−1

τ , v
(τ)
k

)
which satisfies the required coupling.

This gives
(
DE(η

(τ)
k ) +D2R

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

))〈
η

(τ)
k − η

(τ)
k−1

τ

〉
+ 2κa0

〈
∇k0+2η

(τ)
k ,∇k0+2

η
(τ)
k − η

(τ)
k−1

τ

〉

+2κ

∥∥∥∥∥∇
k0+2

η
(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

+ ρs

〈 η
(τ)
k −η

(τ)
k−1

τ − w(τ)
s,k−1

h
,
η

(τ)
k − η

(τ)
k−1

τ

〉
− ρs

〈
f

(τ)
k ◦ η(τ)

k−1,
η

(τ)
k − η

(τ)
k−1

τ

〉

+ν‖εv(τ)
k ‖2Ω(τ)

k−1

+ κ‖∇k0v
(τ)
k ‖2Ω(τ)

k−1

+ ρf

〈
v

(τ)
k ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h
, v

(τ)
k ◦ Φ

(τ)
k−1

〉

Ω0

− ρf 〈f (τ)
k , v

(τ)
k 〉Ω(τ)

k−1

= 0

Here we use the non convexity estimate (E.7)

DE(η
(τ)
k )

〈
η

(τ)
k − η

(τ)
k−1

τ

〉
≥ 1

τ
(E(η

(τ)
k )− E(η

(τ)
k−1)− C1‖∇(η

(τ)
k − η

(τ)
k−1)‖2),
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two-homogeneity of R (R.2)

D2R

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

)〈
η

(τ)
k − η

(τ)
k−1

τ

〉
= 2R

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

)
,

we expand the term

2κa0〈∇k0+2η
(τ)
k ,∇k0+2

η
(τ)
k − η

(τ)
k−1

τ
〉 =

κa0

τ

(
‖∇k0+2η

(τ)
k ‖2 + ‖∇k0+2(η

(τ)
k − η

(τ)
k−1)‖2 − ‖∇k0+2η

(τ)
k−1‖2

)

and use Young’s inequality in the inertial terms

ρs

〈 η
(τ)
k −η

(τ)
k−1

τ − w(τ)
s,k−1

h
,
η

(τ)
k − η

(τ)
k−1

τ

〉
≥ ρs

2h

∥∥∥∥∥
η

(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

− ρs
2h
‖w(τ)

s,k−1‖2

ρf

〈
v

(τ)
k ◦ Φ

(τ)
k−1 − w

(τ)
f,k−1

h
, v

(τ)
k ◦ Φ

(τ)
k−1

〉

Ω0

≥ ρf
2h
‖v(τ)
k ◦ Φ

(τ)
k−1‖2Ω0

− ρf
2h
‖w(τ)

f,k−1‖2Ω0
.

Altogether, multiplying by τ and using these estimates (the error from non convexity estimate
is absorbed by dissipation for τ small enough) we obtain the estimate

E(η
(τ)
k ) + 2κa0‖∇k0+2η

(τ)
k ‖2 + τ2R

(
η

(τ)
k−1,

η
(τ)
k − η

(τ)
k−1

τ

)
+ τ2κ

∥∥∥∥∥∇
k0+2

η
(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

+τ
ρs
2h

∥∥∥∥∥
η

(τ)
k − η

(τ)
k−1

τ

∥∥∥∥∥

2

+ τκ‖∇k0v
(τ)
k ‖2Ω(τ)

k−1

+ τν‖εv(τ)
k ‖2Ω(τ)

k−1

+ τ
ρf
2h

∥∥∥v(τ)
k ◦ Φ

(τ)
k−1

∥∥∥
2

Ω0

≤ E(η
(τ)
k−1) + 2κa0‖∇k0+2η

(τ)
k−1‖2 + τ

ρs
2h
‖w(τ)

s,k−1‖2 + τ
ρf
2h
‖w(τ)

f,k−1‖2Ω0

+τρs

〈
f

(τ)
k ◦ η(τ)

k−1,
η

(τ)
k − η

(τ)
k−1

τ

〉
+ τρf 〈f (τ)

k , v
(τ)
k 〉Ω(τ)

k−1

which summing over k yields the energy inequality

E(η(τ)(h)) + 2κa0‖∇k0+2η(τ)(h)‖2 +
1

2h

∫ h

0
ρf‖v(τ)‖2Ω(t) + ρs‖∂tη̃(τ)‖2 dt

+

∫ h

0
2R(η(τ), ∂tη̃

(τ)) + 2κ‖∇k0+2∂tη̃
(τ)‖2 + κ‖∇k0v(τ)‖2 dt

≤ E(η(τ)(0)) + 2κa0‖∇k0+2η(τ)(0)‖2 +
1

2h

∫ h

0
ρf‖wf‖2Ω0

+ ρs‖ws‖2 dt

+

∫ t

0
ρs

〈
f ◦ η(τ), ∂tη̃

(τ)
〉

+ ρf 〈f, v(τ)〉Ω(t) dt.

�

4.3. Passing to limit with the delay h → 0. We construct the solution on intervals (0, h),
(h, 2h), . . ., (T − h, T ), as in the previous section and glue this together to get a time-delayed
solution on the entire time interval (0, T ).

More precisely, for ` = 0, . . . , T/h−1 we let η(h)(·+`h), v(h)(·+`h) and Ω(h)(·+`h), Φ(h)(·+`h)
to be inductively the solution of the time-delayed equation of Definition 4.1 constructed in the
previous section, where we put first for ` = 0

ws(t) ≡ η∗, wf (t) ≡ v0, η0 = η0, t ∈ [0, h).

and for the subsequent steps ` > 0

ws(t) = ∂tη
(h)(t+ (`− 1)h), wf (t) = v(h)(t+ (`− 1)h) ◦ Φ(h)(t+ (`− 1)h), t ∈ [0, h),

Ω0 = Ω(h)(`h), η0 = η(h)(`h),
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where all these quantities are given by the solution in the (` − 1)-th step. Summing the time-
delayed equations over ` = 0, . . . , T/h− 1, we have the following equations.
Fluid-only equation.

∫ T

0
ν〈εv(h), εξ〉Ω(h)(t) + κ〈∇k0v(h),∇k0ξ〉Ω(h)(t) + ρf

〈
v(h) ◦ Φ

(h)
t − v(h)(· − h) ◦ Φ

(h)
t−h

h
, ξ ◦ Φ(h)

〉

Ω0

−〈f, ξ〉Ω(h)(t) dt = 0

(4.13)

for all ξ ∈ C∞([0, T ]×Ω
(h)

(t));Rd, ξ · n(h) = 0 on ∂Ω(h)(t), div ξ = 0 in Ω(h)(t), with ξ(T ) = 0.
Coupled equation.

∫ T

0
DE(η(h))〈φ〉+D2R

(
η(h), ∂tη

(h)
)
〈φ〉+ 2κa0〈∇k0+2η(h),∇k0+2φ〉

+2κ
〈
∇k0+2∂tη

(h),∇k0+2φ
〉

+ ρs

〈
∂tη

(h) − ∂tη(h)(· − h)

h
, φ

〉
−
〈
f ◦ η(h), φ

〉

+ν〈εv(h), εξ〉Ω(h)(t) + κ〈∇k0v(h),∇k0ξ〉Ω(h)(t)

+ρf

〈
v(h) ◦ Φ

(h)
t − v(h)(t− h) ◦ Φ

(h)
t−h

h
, ξ ◦ Φ

(h)
t

〉

Ω0

− 〈f, ξ〉Ω(h)(t) dt = 0

(4.14)

for all ξ ∈ C∞([0, T ]×Ω
(h)

(t);Rd), div ξ = 0 in Ω(h)(t) and φ ∈W k0+2,2(Q;Rd) with φ = ξ ◦η
on Q.

4.3.1. Estimates and a weak limit. By the energy inequality (4.11) we have the following esti-
mate

E(η(h)(t)) + 2κa0‖∇k0+2η(h)(t)‖2 +
1

2h

∫ t

t−h
ρf‖v(h)‖2Ω(t) + ρs‖∂tη(h)‖2 dt

+

∫ t

0
2R(η(h), ∂tη

(h)) + 2κ‖∇k0+2∂tη
(h)‖2 + ‖∇k0v(h)‖2 dt

≤ E(η(h)(0)) + 2κa0‖∇k0+2η(h)(0)‖2 +
1

2h

∫ t

t−h
ρf‖wf‖2Ω0

+ ρs‖ws‖2 dt

+

∫ t

0
ρs

〈
f ◦ η(h), ∂tη

〉
+ ρf 〈f, v(h)〉Ω(t) dt

(4.15)

and thus for (a subsequence of) h→ 0 we have weakly converging subsequences

η(h) ∗⇀ η in L∞((0, T );W k0+2,2(Q;Rd))

∂tη
(h) ⇀ ∂tη in L2((0, T );W k0+2,2(Q;Rd))

v(h) η
⇀ v in L2((0, T );W k0,2(Ω(t);Rd)).

(4.16)

In order to pass to the limit in the inertial terms, we take an approximation of test functions
for (4.13) as in Proposition 2.6 (resp. for (4.14) as in Proposition 2.9 (ii)) and pass to the
limits h → 0 in all of the terms in fluid-only equation and in the coupled equation in analogy
to Proposition 4.5 and 4.6, except for the inertial terms that we shall deal with below.

For this we shall need an estimate on discrete versions of ∂ttη
(h) and ∂tv. In particular, from

the equation we get the estimate on h-difference quotients as follows.

Lemma 4.7 (Solid bounds with length h). The following bounds exists independent of h:

∫ T

0

∥∥∥∥∥
∂tη

(h) − ∂tη(h)(t− h)

h

∥∥∥∥∥

2

W−k0−2,2(Q;Rd)

dt ≤ C (4.17)
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Proof. To show (4.17) we use a test function φ ∈ W k0+2,2
0 (Q;Rd) in the equation (4.14) (the

corresponding ξ is zero in the fluid domain), so we get

ρs

∣∣∣∣∣

〈
∂tη

(h)(t)− ∂tη(h)(t− h)

h
, φ

〉∣∣∣∣∣ ≤
∣∣∣
〈
DE

(
η(h)(t)

)
, φ
〉∣∣∣+ κa0

∣∣∣
〈
∇k0+2η(h),∇k0+2φ

〉∣∣∣

+
∣∣∣
〈
D2R

(
η(h)(t), ∂tη

(h)(t)
)
, φ
〉∣∣∣+ κ

∣∣∣
〈
∇k0+2∂tη

(h),∇k0+2φ
〉∣∣∣+ |〈fs(t), φ〉|

≤
(∥∥∥DE

(
η(h)(t)

)∥∥∥
W−2,q′

+ κa0

∥∥∥∇k0+2η(h)(t)
∥∥∥+ ‖fs‖∞

)
‖φ‖Wk0+2,2

+
(∥∥∥D2R

(
η(h)(t), ∂tη

(h)(t)
)∥∥∥

W−1,2
+ κ

∥∥∥∇k0∂tη
(h)(t)

∥∥∥
)
‖φ‖Wk0+2,2 ≤ c(t)‖φ‖Wk0+2,2 ,

with the bound c ∈ L2((0, T )) thanks to (4.15), after integration in time we get the estimate
(4.17). �

For the solid, the issue of inertial term convergence is not difficult by the estimate we just

proved. Let b(h)(t) = 1
h

∫ h
t−h ∂tη

(h). By (4.15) it is uniformly bounded in L2((0, T );W k0+2,2(Q;Rd))
Since we have

∂tb
(h) =

∂tη
(h)(·)− ∂tη(h)(· − h)

h

we see that Lemma 4.7 ∂tb
(h) is uniformly bounded in L2((0, T );W−k0−2,2(Q;Rd)) which im-

mediately yields the convergence (for a subsequence)

b(h) → ∂tη in C([0, T ];L2(Q;Rd)).

The convergence of the fluid inertial term is a more delicate matter that we now shall deal with
properly.

For the fluid, we shall use these additional flow map estimates

Proposition 4.8 (Flow map h-estimates). It holds
∥∥∥∥∥
ξ(t+ h) ◦ Φ

(h)
h − ξ(t)

h

∥∥∥∥∥
L∞L2

≤ C (4.18)

for all ξ ∈ C∞([0, T ]× Ω
(h)

(t);Rd), ξ · n(h) = 0 on ∂Ω(h)(t), div ξ = 0 in Ω(h)(t).

Proof. Remember that ∂sΦ
(h)
s = u(s) ◦ Φ

(h)
s from (4.8). We rewrite

ξ(t+h)◦Φ(h)
h −ξ(t) =

∫ h

0
∂s(ξ(t+s)◦Φ(h)

s )) ds =

∫ h

0
∂tξ(t+s)◦Φ(h)

s +∇ξ(t+s)◦Φ(h)
s ·u(h)(s) ds

(4.19)
we have

∥∥∥∥∥
ξ(t+ h) ◦ Φ

(h)
h − ξ(t)

h

∥∥∥∥∥

2

L∞L2

≤ C Lipt ξ + C Lipx ξ sup
t

1

h

∫ t+h

t
|v(h)|2 dt ≤ C

and we conclude by the L∞ estimate of h-average of v(h) from (4.15). �

Estimate of the inertial term: We now work with the global velocity field u(h) defined by

u(h)(t, y) =

{
v(h)(t, y), y ∈ Ω(h)(t)

η(h)(t, (η(h))−1(t, y)), y ∈ η(h)(t, Q).
(4.20)

Note that u(h) has a tangential jump along ∂η(·, Q). For this global velocity field, we have the
following estimate of its time derivative.
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Lemma 4.9 (Fluid bounds with length h). Let u(h) be the global velocity field (4.20). Then the
for m large enough we have the estimate

∫ T

0

∣∣∣∣∣∣

〈
u(h)(t)− u(h)(t− h)

h
, ξ(t)

〉

Ω(h)(t)

∣∣∣∣∣∣
dt ≤ C‖ξ‖L2((0,T );Wm,2(Ω(h)(t);Rd))

for every ξ ∈ C∞([0, T ] × Ω
(h)

(t);Rd), ∇`(ξ · n(h)) = 0 on ∂Ω(h)(t), ` = 0, . . . , k0, div ξ = 0 in

Ω(h)(t).

Proof. First we put in the flow map

∫ T

0

〈
u(h)(t)− u(h)(t− h)

h
, ξ(t)

〉

Ω(h)(t)

dt =

∫ T

0

〈
u(h)(t)− u(h)(t− h) ◦ Φ

(h)
−h(t)

h
, ξ(t)

〉

Ω(h)(t)

+

〈
u(h)(t− h) ◦ Φ

(h)
−h(t)− u(h)(t− h)

h
, ξ(t)

〉

Ω(h)(t)

dt

We estimate by using the test function ξ in the fluid only equation (4.13). Then we estimate

∫ T

0

〈
u(h)(t)− u(h)(t− h) ◦ Φ

(h)
−h(t)

h
, ξ(t)

〉

Ω(h)(t)

dt =

= −
∫ T

0
ν〈εu(h), εξ〉Ω(h)(t) + κ〈∇k0u(h),∇k0ξ〉Ω(h)(t) − 〈f, ξ〉Ω(h)(t) dt

≤ C‖ξ‖L∞(Ck0 )

(4.21)

and choose m so that Wm,2 embeds into Ck0 . �

4.3.2. Limit h→ 0 in the fluid inertial term. We now want to pass to the limit h→ 0 in
∫ T

0
ρf

〈
u(h)(t) ◦ Φ(h) − u(h)(t− h)

h
, ξ(h)
ε (t)

〉
dt.

We want to do this in both the fluid-only equation (4.13), and also the coupled equation (4.14).
We shall prove now a version of Aubin-Lions lemma for the fluid.

Denote

m̃(h)(t) =
1

h

∫ t

t−h
ρv(h) dt

Our aim now is to show the convergence
∫ T

0
〈u(hi), Am̃(hi)〉 dt→

∫ T

0
〈u,Am̃〉 dt

where A ∈ C∞0 ((0, T )× Ω) is a cutoff function chosen that u(h) and also u(h)(·+ σ), σ ∈ (0, h)
is always well defined on suppA.

First we show the Fluid Aubin-Lions in the form that
∫ T

0
〈(u(hi))δ, Am̃

(hi)〉 dt→
∫ T

0
〈uδ, Am̃〉 dt

We carefully construct our approximation of (·)δ by first truncating the functions on a δ strip.
For that we use the cutoff ψδ defined in Proposition 2.9 and the uniform Bogovskii operator
defined in Theorem 2.8 and take

(u(hi))∗δ := (1− ψδ)v(hi) − B(div((1− ψδ)v(hi))).

Please observe that since v(hi) ∈ Lp((0, T ) × Ω) for p > 2 we find (using the L2-bound of the
Bogovskii) that for 1 < q ≤ p

‖(u(hi))∗δ − u(hi)‖Lq((0,T )×Ω) ≤ Cδ
1
q
− 1
p ‖(u(hi))∗δ − u(hi)‖L2((0,T )×Ω) ≤ C.
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Note further that (u(hi))∗δ is uniformly in L2(0, T ;W 1,2
0 (Ω(hj)(t)) for i, j large enough with bounds

depending on δ. We take the standard mollifier φ δ
2

and define

(u(hi))δ := (u(hi))∗δ ∗ φ δ
2
. (4.22)

Analogous to the proof of Proposition 2.6 one finds the respective bounds and convergence
properties in dependence of δ. Moreover

‖(u(hi))δ − u(hi)‖Lq((0,T )×Ω) ≤ Cδ
1
q
− 1
p .

Thus we formulate the fluid Aubin Lions in the following way

Theorem 4.10 (Fluid Aubin-Lions). For every δ > 0 it holds that
∫ T

0
〈(u(hi))δ, Am̃

(hi)〉 dt→
∫ T

0
〈uδ, Aρu〉 dt,

where (·)δ is the approximation defined in (4.22).

Proof. Let δ > 0. Observe that (u(hi))δ is constructed so that the functions are divergence-free

in a neighborhood in space-time. This means that (u(hi))δ is a valid test functions in a small
(but fixed) neighborhood of t uniformly for i large enough.

To obtain the desired convergence, we will show that
∫ T

0 〈(u(hi))δ, Am̃
(hi)〉 dt is a Cauchy

sequence. For this we write

〈(u(hi))δ, Am̃
(hi)〉−〈(u(hj))δ, Am̃

(hj)〉 = 〈(u(hi))δ, Am̃
(hi)−Am̃(hj)〉+〈(u(hi))δ−(u(hj))δ, Am̃

(hj)〉.
We now focus on the first term, namely

〈(u(hi))δ, Am̃
(hi) −Am̃(hj)〉.

We partition the time with σ > 0 steps and replace the Am̃(hi) with piecewise constant,
i.e. we write

〈(u(hi)(t))δ, Am̃
(hi)(t)−Am̃(hj)(t)〉 = 〈(u(hi)(t))δ, Am̃

(hi)(t)−Am̃(hi)(σk)〉
+〈(u(hi)(t))δ, Am̃

(hi)(σk)−Am̃(hj)(σk)〉+ 〈(u(hi)(t))δ, Am̃
(hj)(σk)−Am̃(hj)(t)〉

(4.23)

Now we use that we have the uniform bound from Proposition 4.7

‖m̃(hi)(σk)‖2L2 ≤
1

h

∫ σk

σk−h
‖ρv(t)‖2L2 dt ≤ C.

So by the compact embedding

L2(Ω) ⊂⊂ (W 1,2
div (Ωδ))

∗

we have for a subsequence

m̃(hi)(σk)→ m̃(σk) in (W 1,2
div (Ωδ))

∗

so that
‖(u(hi)(t))δ‖W 1,2(Ω)‖Am̃(hi)(σk)−Am̃(hj)(σk)‖

(W 1,2
div (Ωδ))∗

→ 0

since that ‖(u(hi)(t))δ‖W 1,2(Ω) ≤ C by the apriori estimates (4.15).

It remains in (4.23) to estimate the term1

∫ T

0
〈(u(hi)(t))δ, Am̃

(hj)(t)−Am̃(hj)(σk)〉 dt (4.24)

To estimate it we apply the strategy to “replace σ-difference quotient with h-difference quo-
tient” – with the aim to use then the bound on h-difference quotient. So for this to remove the
σ-difference means we write

Am̃(hj)(t)−Am̃(hj)(σk) = A

∫ t

σk
∂θm̃

(hj)(θ) dθ

1The other case if on the right there is i instead of j is dealt with in the same way.
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so that we get in (4.24)

〈(u(hi)(t))δ, Am̃
(hj)(t)−Am̃(hj)(σk)〉 =

〈
(u(hi)(t))δ, A

∫ t

σk
∂θm̃

(hj)(θ) dθ

〉
.

Realize that by definition of m̃(hj) it is

∂θm̃
(hj)(θ) =

ρu(hj)(θ)− ρu(hj)(θ − hj)
hj

So that now we have

∫ T

0

〈
(u(hi)(t))δ, Am̃

(hj)(t)−Am̃(hj)(σk)
〉
dt =

∫ T

0

〈
(u(hi)(t))δ, A

∫ t

σk

ρu(hj)(θ)− ρu(hj)(θ − hj)
hj

dθ

〉
dt.

Now comes a switch of the order of integration which results in

≤ ‖A‖∞
∫ σ

0

∫ T

0

∣∣∣∣∣

〈
(u(hi)(θ + s))δ,

ρu(hj)(θ)− ρu(hj)(θ − hj)
hj

〉∣∣∣∣∣ ds dθ

and we use the bound (4.21) to obtain, recall also the estimate from Proposition 2.6

≤ ‖A‖∞
∫ σ

0
‖(u(hi))δ(θ + ·)‖

L2W
k0,2
div

dθ ≤ ‖A‖∞Cδσ‖u(hi)‖L2W 1,2

so this vanishes for σ → 0, as ‖u(hi)‖L2W 1,2 is bounded by the energy inequality (4.15).
This proves the convergence

〈(u(hi))δ, Am̃
(hi)〉 → 〈uδ, Am̃〉

where m̃(hi) ∗⇀ m̃ in L∞((0, T );L2(Ω;Rd)) (the limit exists by the estimate (4.15)). It is not
difficult to check m̃ = ρu, since for ξ ∈ C0((0, T )× Ω;Rd) we have

∫ T

0

∫

Ω
m̃(hi) · ξ dx dt =

∫ T

0

∫

Ω
ρu(hi) · 1

h

∫ h

0
ξ(t+ s) ds dx dt→

∫ T

0

∫

Ω
ρu · ξ dx dt

which concludes the proof.
�

Now we are equipped for the rest of the h→ 0 limit passage in the fluid inertial term.

Theorem 4.11 (Limit passage h→ 0). The limit η, h from (4.16) satisfies the following equa-
tions.
Fluid-only equation.

∫ T

0
ν〈εv, εξ〉Ω(t)+κ〈∇k0v,∇k0ξ〉Ω(t)−ρf

〈
∂tv, ξ〉Ω(t) + ρf 〈v, v · ∇ξ

〉
Ω(t)
−〈f, ξ〉Ω(t) dt = 0 (4.25)

for all ξ ∈ C∞([0, T ]× Ω(t));Rd), ξ · n = 0 on ∂Ω(t), div ξ = 0 in Ω(t), with ξ(T ) = 0.
Coupled equation.

∫ T

0
DE(η)〈φ〉+D2R (η, ∂tη) 〈φ〉+ 2κa0〈∇k0+2η,∇k0+2φ〉+ 2κ

〈
∇k0+2∂tη,∇k0+2φ

〉

−ρs 〈∂tη, ∂tφ〉 − 〈f ◦ η, φ〉
+ν〈εv, εξ〉Ω(t) + κ〈∇k0v,∇k0ξ〉Ω(t) − ρf

〈
∂tv, ξ〉Ω(t) + ρf 〈v, v · ∇ξ

〉
Ω(t)
− 〈f, ξ〉Ω(t) dt = 0

(4.26)
for all ξ ∈ C∞([0, T ] × Ω(t);Rd), div ξ = 0 in Ω(t) and φ ∈ W k0+2,2(Q;Rd) with φ = ξ ◦ η on
Q.
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Further it satisfies the following energy inequality

E(η(t)) + 2κa0‖∇k0+2η(t)‖2 +
ρf
2
‖v(t)‖2Ω(t) +

ρs
2
‖∂tη(t)‖2

+

∫ t

0
2R(η, ∂tη) + 2κ‖∇k0+2∂tη‖2 + ‖∇k0v‖2 dt

≤ E(η(0)) + 2κa0‖∇k0+2η(0)‖2 +
ρf
2
‖v(0)‖2Ω0

+
ρs
2
‖∂tη(0)‖2 dt+

∫ t

0
ρs 〈f ◦ η, ∂tη〉+ ρf 〈f, v〉Ω(t) dt.

(4.27)

Proof. We are equipped to pass to the limit with the fluid inertial term, in particular

∫ T

0

〈
u(h)(t) ◦ Φ

(h)
h (t− h)− u(h)(t− h)

h
, ξ(t) ◦ Φ

(h)
h (t− h)

〉

Ω(h)(t−h)

dt

After discrete partial integration in time we have

= −
∫ T

0

〈
u(h)(t),

ξ(t+ h) ◦ Φ(h) − ξ(t)
h

〉

Ω(h)(t)

dt

We write only the term under the integral. Use the δ-divergence free approximation
〈
u(h)(t),

ξ(t+ h) ◦ Φ(h) − ξ(t)
h

〉

Ω(h)(t)

=

〈
(u(h)(t))δ − u(h)(t),

ξ(t+ h) ◦ Φ(h) − ξ(t)
h

〉

Ω(h)(t)

+

〈
(u(h)(t))δ,

ξ(t+ h) ◦ Φ(h) − ξ(t)
h

〉

Ω(h)(t)

In the first term use

≤
∥∥∥(u(h)(t))δ − u(h)(t)

∥∥∥
L1L2

∥∥∥∥∥
ξ(t+ h) ◦ Φ(h) − ξ(t)

h

∥∥∥∥∥
L∞L2

as the former is by the δ-approximation of Proposition 2.6 bounded by
∥∥∥(u(h)(t))δ − u(h)(t)

∥∥∥
L1L2

≤ δ d
d+2

∥∥∥u(h)(t)
∥∥∥
L2(W 1,2)

and latter is bounded by Proposition 4.8, so that in total for the first term
∣∣∣∣∣∣

∫ T

0

〈
(u(h)(t))δ − u(h)(t),

ξ(t+ h) ◦ Φ(h) − ξ(t)
h

〉

Ω(h)(t)

dt

∣∣∣∣∣∣
≤ δ d

d+2 C̃.

For the second term 〈
(u(h)(t))δ,

ξ(t+ h) ◦ Φ(h) − ξ(t)
h

〉

Ω(h)(t)

we perform again the manipulations (4.19) so that
〈

(u(h)(t))δ,
ξ(t+ h) ◦ Φ(h) − ξ(t)

h

〉

Ω(h)(t)

=

〈
(u(h)(t))δ,

1

h

∫ h

0

(
∂tξ(t+ s) +∇ξ(t+ s) · u(h)(t+ s)

)
◦ Φ(h)

s ds

〉.

This is now a sum where the first part is fine: after the limit h→ 0
∫ T

0

〈
(u(h)(t))δ,

1

h

∫ h

0
∂tξ(t+ s) ◦ Φ(h)

s ds

〉
dt→

∫ T

0
〈(u(t))δ, ∂tξ(t)〉 dt.
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The second term now needs care:
∫ T

0

〈
(u(h)(t))δ,

1

h

∫ h

0

(
∇ξ(t+ s) · u(h)(t+ s)

)
◦ Φ(h)

s ds

〉
dt

We can change the domain to obtain

=

∫ T

0

1

h

∫ T

0

〈
(u(h)(t))δ ◦ Φ

(h)
−s ,∇ξ(t+ s) · u(h)(t+ s)

〉
ds dt

=

∫ T

0

1

h

∫ h

0

〈
(u(h)(t))δ ◦ Φ

(h)
−s − (u(h)(t))δ,∇ξ(t+ s) · u(h)(t+ s)

〉
ds dt

+

∫ T

0

〈
(u(h)(t))δ,

1

h

∫ h

0
∇ξ(t+ s) · u(h)(t+ s) ds

〉
dt

Convergence in the first term follows from Proposition 4.8
∥∥∥(u(h)(t))δ ◦ Φ

(h)
−s − (u(h)(t))δ

∥∥∥
L2
≤ chLipx(u(h))δ ≤ hCδ‖u(h)(t)‖W 1,2

Convergence in the last term is obtained from
∫ T

0

〈
(u(h)(t))δ,

1

h

∫ h

0
∇ξ(t+ s) · u(h)(t+ s) ds

〉
dt

=

∫ T

0

〈
(u(h)(t))δ,

1

h

∫ h

0
(∇ξ(t+ s)−∇ξ(t)) · u(h)(t+ s) ds

〉
dt

+

∫ T

0

〈
(u(h)(t))δ,∇ξ(t) ·

1

h

∫ h

0
u(h)(t+ s) ds

〉
dt

where in the first term we have

‖∇ξ(t+ s)−∇ξ(t)‖L∞ ≤ h‖∂t∇ξ‖L∞ → 0 with h→ 0

and in the second we use the Theorem 4.10, where we take A to be an approximation of ∇ξχΩ(t).
More precisely, write
∫ T

0

〈
(u(h)(t))δ,∇ξ(t) ·

1

h

∫ h

0
u(h)(t+ s) ds

〉
dt =

∫ T

0

〈
(u(h)(t))δ, Aδ(t) ·

1

h

∫ h

0
u(h)(t+ s) ds

〉
dt

+

∫ T

0

〈
(u(h)(t))δ,∇(ξ(t)−Aδ(t)) ·

1

h

∫ h

0
u(h)(t+ s) ds

〉
dt

and in the first term we have by Theorem 4.10
∫ T

0

〈
(u(t))δ, Aδ(t) ·

1

h

∫ h

0
u(h)(t+ s) ds

〉
dt→

∫ T

0

〈
(u(h)(t))δ, Aδ(t) · u(t) ds

〉
dt.

In the second term we estimate by Hölder’s inequality and Sobolev embedding for a < d/(d−2)
∣∣∣∣
∫ T

0

〈
(u(h)(t))δ,∇(ξ(t)−Aδ(t)) ·

1

h

∫ h

0
u(h)(t+ s) ds

〉
dt

∣∣∣∣

≤
∫ T

0

∥∥∥
(
u(h)(t)

)
δ

∥∥∥
L2a(Ω)

1

h

∫ h

0

∥∥∥u(h)(t+ s)
∥∥∥
La(Ω)

‖Aδ(t)− χΩ(h)(t+ s)‖L2a′(Ω) dsdt

≤ c
∥∥∥
(
u(h)(t)

)
δ

∥∥∥
L2([0,T ];W 1,2(Ω))

sup
t∈T

(
1

h

∫ h

0

∥∥∥u(h)(t+ s)
∥∥∥

2
ds

)1/2

×
(

1

h

∫ h

0
‖Aδ(t)− χΩ(h)(t+ s)‖2

L2([0,T ];L2a′ (Ω)) ds

)1/2

≤ c
(

1

h

∫ h

0
‖Aδ(·)− χΩ(h)(·+ s)‖2

L2([0,T ];L2a′ (Ω)) ds

)1/2

.
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By the uniform convergence of η(h) → η, we find that

lim
h→0

(
1

h

∫ h

0
‖Aδ(·)− χΩ(h)(·+ s)‖2

L2
(

[0,T ];L 2a′(Ω)) ds)
1/2 = ‖Aδ − χΩ‖L2([0,T ];L2a′ (Ω)) .

Finally, choosing Aδ ∈ C([0, T ];Ck0
0 (Ω−δ)) with Aδ → ∇ξχΩ(t) and gives, collecting all above,

that ∫ T

0

〈
u(h)(t) ◦ Φ(h)(t− h)− u(h)(t− h)

h
, ξ(t) ◦ Φ(h)(t− h)

〉

Ω(h)(t−h)

dt

→
∫ T

0
〈(u(t))δ, ∂tξ(t) +∇ξ(t) · u(t)〉 dt

to obtain the δ-regularized equations.
In fact we can pass to the limit δ → 0 and obtain the limiting equation. Finally, using (∂tη, v)

as a test function (we still have enough regularity for that due to the regularizing terms) we
get, as in (4.11) the energy inequality. �

4.4. Estimate of the flow map and No contact. We will now see that since we keep at
this point the regularizing terms with κ > 0, that this in fact means that the flow map remains
Lipschitz regular. Indeed, by the estimate of Proposition 4.4 we have that

Lip Φ(t) ≤ exp(
√
T
√
‖∇k0v‖L2((0,T );L2(Ω(t);Rd)))

and the norm on the right is by (4.27) finite (although depending on κ). Then we can argue
that Φ(t) : Ω0 → Ω(t) is a diffeomorphism. This in particular means that there is no change of
topology and consequently no contact between any solid parts.

Corollary 4.12 (No contact with regularization). The solution obtained in Theorem 4.11 does
not reach a collision.

4.5. Passing to the limit with the regularization κ→ 0. We now reveal the dependence
of v, η in Theorem 4.11 on κ, so we write v(κ), η(κ). Recall that so far we have shown v(κ), η(κ)

to be a solution of the equation with W k0,2 (resp. W k0+2,2)-regularizer depending on κ > 0.

Note that by Corollary 4.12 we know that the deformation η(κ) never reaches a collision, as
long as κ > 0. However this is no longer guaranteed after κ→ 0. Thus below in Theorem 4.13,
to get a limiting weak equation, we take the absence of collisions in the limit η as an assumption
(which is true at least for short times, see [BKS23b]). We aim to incorporate the possibility of
collisions and description of the corresponding Lagrange multiplier in a future work.

Until now we have had a regularized initial conditions, so we need to approximate the initial
conditions now. That is, for given initial conditions

η0 ∈ E , η∗ ∈W 1,2(Q;Rd), v0 ∈W 1,2(Ω0;Rd)

we approximate it by

η
(κ)
0 ∈ E ∩W k0+2,2(Q;Rd), η

(κ)
∗ ∈W k0+2,2(Q;Rd), v

(κ)
0 ∈W k0,2(Ω0;Rd)

such that as κ→ 0 we have

η
(κ)
0 → η0 in W 2,q(Q;Rd),

η
(κ)
∗ → η∗ in W 1,2(Q;Rd),

v
(κ)
0 → v0 in W 1,2(Ω0;Rd)

and below the v(κ), η(κ) solution will be corresponding to these initial conditions.

Theorem 4.13 (Full problem). There exists a subsequence κ→ 0 such that the limit is a weak
solution to the full problem as defined in Definition 3.1, until the time of the first collision.
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Proof. Fluid-only equation.
The fluid-only equation (4.25) now reads as
∫ T

0
−ρf 〈v(κ), ∂tξ〉Ω(κ)(t) + ρf 〈v(κ), v(κ) · ∇ξ〉Ω(κ)(t) + ν〈εv(κ), εξ〉Ω(κ)(t) + κ〈∇k0v(κ),∇k0ξ〉 dt

=

∫ T

0
ρf 〈f, ξ〉Ω(κ)(t) dt+ ρf 〈v(κ)

0 , ξ(0)〉Ω(κ)(0)

(4.28)

for all ξ ∈ C∞([0, T ]× Ω
(κ)

(t)), ξ · n(κ) = 0 on ∂Ω(κ)(t), div ξ = 0 in Ω(κ)(t), with ξ(T ) = 0.

We further have the uniform bounds on v(κ) in L2((0, T );W 1,2(Ω(κ)(t);Rd)) and a (κ-independent)
bound √

κ‖∇k0v(κ)‖L2((0,T );L2(Ω(κ)(t);Rd)) ≤ C.
Thus for a subsequence κ→ 0 we have

v(κ) η
⇀ v in L2((0, T );W 1,2(Ω(t);Rd)).

Moreover, we can read the estimate on ∂tv
(κ) in distributional sense, as from (4.28) we have

∣∣∣∣
∫ T

0
〈v, ∂tξ〉 dt

∣∣∣∣ ≤ C‖ξ‖L∞(Ck0 ).

Thus from the Aubin-Lions lemma [BKS24, Corollary 2.9] we get the strong convergence

v(κ) η→ v in L2((0, T );L2(Ω(t);Rd)). (4.29)

We desire to show that the limiting equation holds, that is
∫ T

0
−ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t)+ =

∫ T

0
ρf 〈f, ξ〉Ω(t) dt+ ρf 〈v0, ξ(0)〉Ω(0)

for all ξ ∈ C∞([0, T ]× Ω(t);Rd), ξ · n = 0 on ∂Ω(t), div ξ = 0 in Ω(t), with ξ(T ) = 0.
So for this let us now fix a test function for the limit, that is ξ ∈ C∞([0, T ] × Ω(t));Rd,

ξ · n = 0 on ∂Ω(t), div ξ = 0 in Ω(t), with ξ(T ) = 0.

For this ξ find ξ
(κ)
ε as defined in Proposition 2.9 (i), this ξ

(κ)
ε is now a valid test function for

(4.28). We thus have
∫ T

0
−ρf 〈v(κ), ∂tξ

(κ)
ε 〉Ω(κ)(t) + ρf 〈v(κ), v(κ) · ∇ξ(κ)

ε 〉Ω(κ)(t) + ν〈εv(κ), εξ(κ)
ε 〉Ω(κ)(t)

+κ〈∇k0v(κ),∇k0ξ(κ)
ε 〉 dt =

∫ T

0
ρf 〈f, ξ(κ)

ε 〉Ω(κ)(t) dt+ ρf 〈v(κ)
0 , ξ(κ)

ε (0)〉Ω(κ)(0)

Now we use the weak convergence of v(κ) ⇀ v strong convergence ξ
(κ)
ε

η→ ξε and the estimate
(which follows from (4.28))
∫ T

0
κ|〈∇k0v(κ),∇k0ξ(κ)

ε 〉Ω(κ)(t)| dt ≤ κ‖∇k0v(κ)‖L2((0,T );L2(Ω(κ)(t);Rd)‖∇k0ξ(κ)
ε ‖L2((0,T );L2(Ω(κ)(t);Rd)

≤ √κCCε → 0

with κ → 0 and ε > 0 fixed. So that after passing to κ → 0 we have for all ε > 0 (passing to

the limit in
∫ T

0 〈v, v · ∇ξε〉 dt is due to the strong convergence (4.29))

∫ T

0
−ρf 〈v, ∂tξε〉Ω(t) + ρf 〈v, v · ∇ξε〉Ω(t) + ν〈εv, εξε〉Ω(t) dt =

∫ T

0
ρf 〈f, ξε〉Ω(t) dt+ ρf 〈v0, ξε(0)〉Ω(0)

Since then we can as before pass to ε→ 0 and see that we have the desired limiting equation
∫ T

0
−ρf 〈v, ∂tξ〉Ω(t) + ρf 〈v, v · ∇ξ〉Ω(t) + ν〈εv, εξ〉Ω(t) dt =

∫ T

0
ρf 〈f, ξ〉Ω(t) dt+ ρf 〈v0, ξ(0)〉Ω(0).
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By a density argument we can see that this continues to hold for ξ ∈W 1,2((0, T );L2(Ω(t);Rd))∩
L2((0, T );W 1,2

n (Ω(t);Rd)).
Coupled equation.
The coupled equation (4.26) is now

∫ T

0
DE(η(κ))〈φ(κ)〉+D2R

(
η(κ), ∂tη

(κ)
)
〈φ(κ)〉+ 2κa0〈∇k0+2η(κ),∇k0+2φ(κ)〉+

2κ
〈
∇k0+2∂tη

(κ),∇k0+2φ(κ)
〉
− ρs

〈
∂tη

(κ), ∂tφ
(κ)
〉
− ρs

〈
f ◦ η(κ), φ(κ)

〉

+ν〈εv(κ), εξ〉Ω(κ)(t) + κ〈∇k0v(κ),∇k0ξ〉Ω(κ)(t) − ρf 〈∂tv(κ), ξ〉Ω(t) + ρf 〈v(κ), v(κ) · ∇ξ〉Ω(t)

−ρf 〈f, ξ〉Ω(κ)(t) dt = 0

for all ξ ∈ C∞([0, T ] × Ω
(κ)

(t);Rd), div ξ = 0 in Ω(κ)(t) and φ(κ) ∈ W k0+2,2(Q;Rd) with

φ(κ) = ξ ◦ η(κ) on Q.
We shall now pass to the limit κ → 0. We have estimates by the energy inequality (4.27)

which now read as

E(η(κ)(t)) + 2κa0‖∇k0+2η(κ)(t)‖2 +
ρf
2
‖v(κ)(t)‖2Ω(t) +

ρs
2
‖∂tη(κ)(t)‖2

+

∫ t

0
2R(η(κ), ∂tη

(κ)) + 2κ‖∇k0+2∂tη
(κ)‖2 + ‖∇k0v(κ)‖2 dt

≤ E(η(κ)(0)) + 2κa0‖∇k0+2η(κ)(0)‖2 +
ρf
2
‖v(κ)(0)‖2Ω0

+
ρs
2
‖∂tη(κ)(0)‖2 dt

+

∫ t

0
ρs

〈
f ◦ η(κ), ∂tη

(κ)
〉

+ ρf 〈f, v(κ)〉Ω(t) dt

to obtain weak convergences

η(κ) ∗⇀ η in L∞((0, T );W 2,q(Q;Rd)),

∂tη
(κ) ⇀ ∂tη in L2((0, T )W 1,2(Q;Rd)),

v(κ) η
⇀ v in L2((0, T );W 1,2(Ω(t);Rd)).

Moreover as in [BKS23b, Lemma 3.9], which also explains the choice of a0, one can argue by
the Minty property (E.6) that

η(κ)(t)→ η(t) in W 2,q(Q;Rd) for a.a. t ∈ (0, T ).

and as above we have

v(κ) η→ v in L2((0, T );L2(Ω(t);Rd)).

Passing now to the limit in the coupled equation, we obtain that
∫ T

0
κa0 |〈∇k0+2η(κ),∇k0+2φ(κ)〉| dt ≤ κa0‖∇k0+2η(κ)‖L∞L2‖∇k0+2φ(κ)‖L1L2 ≤ κa0C

∫ T

0
κ
〈
∇k0+2∂tη

(κ),∇k0+2φ(κ)
〉
dt ≤ κ‖∇k0+2∂tη

(κ)‖L2L2‖∇k0+2φ(κ)‖L2L2 ≤ κC

so that these regularizing terms vanish as κ→ 0.
We have thus shown enough to pass to the limit κ→ 0 and solve the limit problem

∫ T

0
DE(η)〈φ〉+D2R (η, ∂tη) 〈φ〉 − ρs 〈∂tη, ∂tφ〉 − ρs 〈f ◦ η, φ〉

+ν〈εv, εξ〉Ω(t) − ρf
〈
∂tv, ξ〉Ω(t) + ρf 〈v, v · ∇ξ

〉
Ω(t)
− ρf 〈f, ξ〉Ω(t) dt = 0.

�
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[ČGK24] Antońın Češ́ık, Giovanni Gravina, and Malte Kampschulte. Inertial evolution of non-linear viscoelas-
tic solids in the face of (self-)collision. Calculus of Variations and Partial Differential Equations,
63(2):55, February 2024.
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