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Abstract: In this thesis, we address the preprocessing approaches that improve
the robustness of the subword tokenization for two types of noising.

We are focusing on the inline approaches to casing and diacritics in the texts,
that is, allocating the casing and diacritics information to the special tokens
that are separate from the words. In the field of casing noise, we compare the
performance of our inline casing algorithm, InCa, and the existing solutions for
inline case handling. We show that in some noising scenarios, our algorithm
shows the best performance, and in the cases where it performs on par with the
alternative solutions, the intrinsic parameters of the tokenizer trained on our data
are more stable.

For the task of diacritics encoding, we are providing two solutions of inline diacriti-
zation, InDia, and show its improvement on robustness against the de-diacritized
texts.

Since the final application that we plan to use our tokenizer is Czech-Ukrainian
machine translation, we make a thorough comparison of the intrinsic and extrinsic
performance of the inline approaches, and show that they have a correlation,
although its scope is limited.

Keywords: Neural Machine Translation subword segmentation Unigram Lan-
guage Model tokenization
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1. Experiments with Romanization

The final chapter of our experimental research is related to the effect of Ukrainian
romanization on both the Czech-Ukrainian translation and on the intrinsic met-
rics of encoding Ukrainian and Czech texts. Firstly, we will look at the extrin-
sic performance of Czech-to-Ukrainian and Ukrainian-to-Czech translation, and
then we will analyze if romanization has a positive impact on the encoding of the
Ukrainian texts. We compared only the no-preprocessing scenario for both lan-
guages, to evaluate the effect of sole romanization on both directions. We compare
two types of romanization presented in 7?7 and the scenario without romaniza-
tion, where we treat Ukrainian as Cyrillic. Recall that the difference between the
romanization types is treating the soft sign, which is initially (marked “roman” in
the table) not switched to a Latin character due to the absence of its analogue;
however, this appears to enforce token splitting over this character because of
the SentencePiece restriction on consistent Unicode script within the same to-
ken. The modified romanization, called “roman, .., switches the soft sign to an
auxiliary Latin character as well.

The results of the translation evaluation in both directions are represented in
Table [I.I We can see, similarly to the inline casing or inline diacritization, that
our romanization techniques do not lose in performance in both directions when
applied to the Ukrainian. We also do not see any substantial difference between
the two romanization variants.

We will now take a closer look at the intrinsic performance of the romanization
techniques, presented in Table [[.2] If we look at the encoding performance of
Ukrainian texts, we will see an improvement of up to 0.2 characters per token
and up to 100 ranks in the average rank score. We can also see that the complete
romanization (which includes the soft sign) works better than that using the
Cyrillic soft sign. This is evident since SentencePiece consistently split the words
over that sign. This can be seen in detail if we look at the tokenizer vocabularies
generated for each system. In the “roman” case, the only token containing the
soft sign is the soft sign itself. In the no-preprocessing vocabulary, however, we
see that there are over 1700 tokens containing the soft sign; thus the necessity in
romanizing all cheracters is clear. In “roman,,s” we see better handling of the
soft sign, as there are 1057 tokens containing the soft sign. We should also note

Czech-Ukrainian Ukrainian-Czech
Romanization | BLEU chrFF COMET | BLEU chrFF COMET
none 21.6 51.3 0.869 227 51.0 0.873
roman 217 514 0.870 23.0 51.2 0.874
TOMAN 4 50 ft 21.5 51.3 0.872 22.8 bl.1 0.872

Table 1.1: Extrinsic performance comparison of no preprocessing and two ro-
manization preprocessing techniques for Czech-Ukrainian and Ukrainian-Czech
translation directions. The metrics are formulated as in ??. In column “Roman-
ization”, “none” stands for the “base” experiments without preprocessing, “roman”
stands for romanization of all characters except for the soft sign, and “roman. s, f"

stands for romanization of all characters including the soft sign.



Czech Ukrainian

Romanization | CPT AR | CPT AR
none 3.973 1238 | 4.033 1189
roman 4.065 1328 | 4.095 1223
roman y et 4.049 1320 | 4.261 1286

Table 1.2: Intrinsic performance comparison of no preprocessing and two ro-
manization preprocessing techniques for Czech and Ukrainian texts. The system
naming conventions follow the extrinsic table above.

Romanization CPT,

none 6.837
roman 7.071
roman g 7.134

Table 1.3: Average unique token length in the SentencePiece tokenizer vocabu-
laries for no preprocessing and two romanization preprocessing techniques. The
system naming conventions follow the extrinsic table [I.1] above.

that implementing the romanization helped to increase the intrinsic vocabulary
metric: as Table shows, there is an increase in the CP'T, metric for both types
of romanization, and romanization with soft sign performs the best.

1.1  Vocabulary Overlap Estimation

Our main goal was to increase the overlap between the token coverage of the
two related languages. Did we succeed in that? If we look at the results of
tokenization (for instance, at the table[1.4]), we will easily see that in many cases,
the token overlap was granted due to a simple latinization of the Ukrainian (it
works for both loanwords like “Tokio” and Slavic cognates like “bude”), and at the
same time many words that are obviously linguistic cognates differ slightly and
because of that cannot be mapped to the same tokens (such as “jedynym” and
“jedinym”). Thus, we will need an estimation of how successful we were.

We used two approaches to estimate the token overlap. We took the corre-
sponding tokenized texts in Czech and Ukrainian and, firstly, counted the over-
lap of the unique tokens in the two texts. We also computed the number of the
unique tokens in both encoded texts and obtained the intersection-over-union
score, showing the fraction of the shared unique tokens to the total of the ob-
served unique tokens. Secondly, we calculated the probability distributions of
the tokens for both texts and applied the Jensen-Shannon distance metric to
these distributions. Contrary to the intersection over union, the Jensen-Shannon
distance takes into account the frequencies of the tokens, thus it should be less
sensitive towards rare occurrences of the corresponding tokens in two texts (for
instance, if the same English word was used once in two texts). The results of
this comparison are presented below in the table [I.5]

We can see that for both romanization approaches, the overlap jumped signif-
icantly to over 1700 tokens, yielding 5% of the whole 32,000 subword dictionary
and to 13% of the tokens used in the particular texts. The JSD metric also de-



Rom'am- Ukrainian Czech
zation

input TO.KiO 6¥IL€ eaquanmM | Tokio bude jedinym asijskym
a3laTCbKUM MICTOM, méstem,

Hone _Tokio  O6yne  emunum | Tokio bude jedinym asi-
__a3laTCbK UM _ MICTOM , jsky m _méstem |,

roman _Tokio  bude  jedynym | Tokio  bude  jedinym
_aziats b kym _mistom |, _asijsky m méstem |,

roman s _quio _bude. __jedynym _Tgkio _bude _jedinym
_aziatsk ym _mistom , _asijsky m méstem |,

Table 1.4: Illustration of the romanization experiments on the encoded Czech
and Ukrainian sentence. The first line shows the input sentence before (possibly
romanization and) tokenization. The overlapping tokens in the two languages
are marked blue. The system naming conventions follow the extrinsic table

above.

Romanization Overlap
none 285
roman 1751
roman g 1738

IoU JSD
0.020 0.780
0.130 0.630
0.129 0.627

Table 1.5: The degree of overlap in the encoded Czech and Ukrainian bitext. The
“Overlap” column stands for the count of unique tokens met in both texts (bigger
is better), “IoU” stands for Intersection-over-Union score (fraction of overlap value
by the number of unique tokens used in either of the texts), and “JSD” stands
for Jensen-Shannon Distance (scale 0-1, lower is better). The system naming
conventions follow the extrinsic table [L.I] above.




creased by 0.15, which is a considerable change bearing in mind that even the
noised versions of the texts in the same language have a high JSD: for instance,
the non-noised and lower-cased versions of the file in the same language have a
JSD score of 0.19, and the non-noised and de-diacritized versions — 0.45.

The last comparison that we conducted was the estimation of the general-
ization potential of SentencePiece training on texts with the same writing sys-
tem. We took the SentencePiece dictionary from the initial (no-romanization)
setup, where we found 15,027 out of 32,000 tokens that consisted of the Cyrillic
characters. We took them all and romanized them straightforwardly with our
romanization script. Then we searched in the SentencePiece vocabulary that was
trained on the romanized data to find the complete analogues of the initial Cyril-
lic tokens that we romanized with a script post factum. We could find 13,394
such tokens. This gives us a hint that for most romanized tokens in Ukrainian,
their distribution is still independent from the distribution of the Czech tokens,
therefore most of them are grouped the same way with no regard to the alphabet
they are encoded with.

From the comparisons conducted above we can see that a straightforward ro-
manization of the Ukrainian characters (or, in case of the palatalized consonants,
character bigrams) allows us to increase the overlap between the tokens both in
the tokenizer vocabulary representations and in the token distributions observed
in the tokenized texts of the two languages. Still, we see much space for improve-
ment with respect to both trying the inline algorithms described in the earlier
chapters, as well as more elaborate versions of mapping the Cyrillic texts on the
Latin script.



	Experiments with Romanization
	Vocabulary Overlap Estimation


