
In sparse linear regression models, the effect of the majority of explanatory variables
on the conditional expected value of the response is null. The estimates produced by the
adaptive lasso method are sparse and possess the oracle properties; meaning they provide
asymptotically accurate identification of null elements within the regression coefficients
vector while also being

√
n-consistent estimates of the non-zero regression coefficients.

In the first chapter of this diploma thesis, we revise the properties of the ordinary least
squares estimate and we present arguments favoring the adoption of biased regularized
estimates. In the second and third chapters, we examine the lasso and adaptive lasso
methods. In the fourth and concluding chapter of this diploma thesis, we discuss the
challenges of the post-model-selection inference and we derive a method for constructing
exact confidence intervals in a linear regression model whose set of the explanatory vari-
ables was chosen as a support of the lasso estimate.
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