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Contents

Preface vii

1 Introduction 1

1 Relation between information structure and syntax/semantics . . . . . . . . . 1

2 Core notions of information structure and reference . . . . . . . . . . . . . . . 5

2.1 Focus–background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Given–new . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Topic–comment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 An aside on a potential unification . . . . . . . . . . . . . . . . . . . . 14

2.5 Relation to notions used elsewhere . . . . . . . . . . . . . . . . . . . . 15

2.6 Core notions of reference . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Approaches to the syntax/semantics–information structure interface . . . . . 27

3.1 Syntax–information structure . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Semantics–information structure . . . . . . . . . . . . . . . . . . . . . 36

4 Towards an indexical theory of information structure . . . . . . . . . . . . . . 40

5 Chapter by chapter overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.1 Chapter 2: Pronominal F-markers in Basaá . . . . . . . . . . . . . . . 43
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1 Theoretical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

1.1 General assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

1.2 Core prosodic and IS notions and constraints . . . . . . . . . . . . . . 188

1.3 Ways of motivating stress shift . . . . . . . . . . . . . . . . . . . . . . 189

2 Initial evidence for the stress shift generalization . . . . . . . . . . . . . . . . 190

2.1 Stress shift to focus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

2.2 Stress shift away from a given element . . . . . . . . . . . . . . . . . . 191

3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

4 The stress shift experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

4.2 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

4.3 Method and procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

4.4 Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

5 Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

7 Definiteness of bare NPs as a function of clausal position 199
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1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

2 Czech data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252

2.1 Background on the Czech demonstrative system . . . . . . . . . . . . 252

2.2 Canonical vs. pragmatic anaphoric uses of ten . . . . . . . . . . . . . 253

3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

3.1 Syntax and spell-out . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

3.2 Semantics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

4 Extension: Affective demonstratives . . . . . . . . . . . . . . . . . . . . . . . 263

5 Summary and open issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263



CONTENTS v

10 Inherent vs. accidental uniqueness in bare and demonstrative nominals 265
Radek Šiḿık
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Preface

I took interest in information structure in the early days of my PhD studies (in 2007) in
Groningen and all I knew was the Italian cartographic approach. This was a daring step for
a young inexperienced linguist coming from Czechia – a country with one of the strongest
traditions in information structure studies. It was only much later – in Potsdam in 2012 –
that I came to recognize and reflect on this tradition, esp. thanks to the works of Vilém
Mathesius, Frantǐsek Daneš, Eva Hajičová, and Ludmila Uhĺı̌rová.

I owe a lot to my semester-long stay at the University of Massachusetts in Amherst in
2009, where I took part in a seminar on information structure led by Angelika Kratzer and
Lisa Selkirk.1

It was also thanks to this experience that I managed to appeal to my to-be employers –
Gisbert Fanselow and the late Luis Vicente – who invited me to become a post-doc in their
project within the Collaborative Research Center 632 on information structure (funded by
the German Research Foundation), at the Potsdam Department of Linguistics. The five years
I spent in Potsdam (2010–2015) were formative for me. I had a chance to learn from the best
experts in the field (besides Gisbert and Luis, special thanks go to Malte Zimmermann and
Manfred Krifka) and to broaden my views both in terms of theory and method. The main
thesis of this habilitation – namely that information structure is related to syntax/semantics
only very loosely – is due to Gisbert Fanselow and his works, which have had a great impact
on me. Together with, and largely thanks to Marta Wierzba – back then a BA student
– I designed my first rating experiments. My other collaborators at the time were Beste
Kamali, Lena Groeben, and Frank Kügler. Finally, I had an opportunity to do fieldwork
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1The work they presented there had a long gestation period and only got published very recently; see
Kratzer & Selkirk (2020).

vii



viii PREFACE

Finally, I’m grateful to my wife, daughter, and son for being such a lovely source of pro-
crastination. It would all be much harder without you.

This habilitation mostly contains collaborative work. My share in the collaborations is
specified in section 6 of chapter 1. Most of the work has been (or soon will be) published
and refereed. The original publication venues are properly acknowledged. Typesetting has
been unified, but particular notational and terminological choices in the individual chapters
have remained unchanged. The only previously unpublished material is the introduction
(chapter 1) and conclusion (chapter 11).

Radek Šimı́k
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Chapter 1

Introduction

1 Relation between information structure
and syntax/semantics

The central research question of this cumulative habilitation is formulated in (1).

(1) What is the relation between information structure and syntax/semantics?

The habilitation represents an argument for the hypothesis in (2).

(2) Information structure and syntax/semantics are related only very loosely.

Let me provide three simple examples which illustrate the hypothesis and which – among
other phenomena – will be discussed in the chapters of this habilitation at length. The first
example concerns word order. Word order alternations, esp. in so-called free word order
languages, have traditionally provided evidence that syntax, which generates the alternations,
is tightly related to information structure, which motivates them. One such motivation comes
from the hypothetical need to place given expressions before new ones. In Czech, for instance,
patients are by default placed before goals, as illustrated in (3a). The reverse order (3b) is,
however, readily available, or even required, if the goal – (na) parapet ‘(on) the windowsill’ in
(3) – has been mentioned in the immediately preceding discourse and is therefore discourse-
given. If given expressions must precede new ones, this observation is accounted for. However,
this hypothesis, which is an instance of a direct relation between word order (syntax) and
information structure, must be contrasted with a competing hypothesis, whereby information
structure is related to prosody and prosody, in turn, is related to word order. If given
expressions must not bear prosodic prominence and if prominence is placed clause-finally,
given constituents which would normally be clause-final will have to evacuate this position
in order not to receive prosodic prominence. Two of the chapters in this habilitation –
chapter 4 [Šimı́k & Wierzba 2015] and chapter 5 [Šimı́k & Wierzba 2017] – address this issue
and provide experimental evidence for the prosodic hypothesis.

(3) a. Postavil
placed

květináč
flower.pot

na
on

parapet.
windowsill

‘He placed the/a flower pot on the windowsill.’
b. Postavil

placed
na
on

parapet
windowsill

květináč.
flower.pot

‘He placed the/a flower pot on the windowsill.’

Many languages possess what is sometimes called focus particles or focus morphemes.
The existence of such linguistic units – apparently dedicated to grammatical encoding of in-
formation structure – is often turned into an argument that (morpho)syntax and information

1



2 CHAPTER 1. INTRODUCTION

structure collaborate closely. An example of such a focus particle is provided in (4). It comes
from the Grassfields Bantu language Awing, in which constituents in focus can be preceded
by the particle ĺ@.

(4) Ayafor
Ayafor

a-
sm-

yó-
f1-

ýı@
come

l@́
le

ndéF
house

ń1

with
Nkáp
money

Źı@.
his

‘It is to the house that Ayafor will come with his money.’

Yet a closer empirical scrutiny – involving a detailed study of the morphological, syntactic,
and semantic properties of the so-called focus particles – often reveal that their function is
distinct from what we normally understand under “focus” and that treating them as “focus
particles” is an inadequate simplification. In chapter 3 [Fominyam & Šimı́k 2017] we show
that the Awing particle ĺ@ does not just encode information structure, but rather contributes
semantic presuppositions. Chapter 2 [Leffel et al. 2014] analyzes a focus morpheme in the
Bantu language Basaá. While that morpheme comes quite close to a putative “focus par-
ticle”, it involves a different kind of an issue: the morpheme is not dedicated to encoding
information structure; it takes the form of a personal pronoun. I interpret this as evidence
that information structure does not access morphosyntax directly, but rather via the inde-
pendently existing mechanism of reference.

My last example involves the relation between information structure and semantics and
more particularly the semantics of nominal phrases. Many researchers have come to
the conclusion that languages with no articles in their grammars can, nevertheless, express
article semantics. One of the ways of achieving this is by resorting to information structure.
More particularly, if a determinerless nominal phrase is topical, it is assigned the semantics
of definite descriptions. This accounts for the kind of observation presented in (5) (the
observation builds on the common idea that clause-initial (unaccented) nominal phrases are
topics).

(5) a. Na
on

stole
table

je
is

kniha.
book

‘There is a book on the table.’

b. Kniha
book

je
is

na
on

stole.
table

‘The book is on the table.’ (Krámský 1972: 42)

Using corpus evidence, chapter 7 [Šimı́k & Burianová 2020] confirms the tendency for clause-
initial nominals to be interpreted as definites. This apparently direct information structure–
semantics relation presents a problem for the hypothesis in (2). Can we be sure, however,
that being used as definite descriptions really amounts to having the same semantics as
definite descriptions? Using experimental evidence, chapter 8 [Šimı́k & Demian 2020] argues
for a negative answer. More particularly, while clause-initial determinerless nominals are
consistent with the pragmatics of definite descriptions, we have found no trace of definiteness
semantics in them. This result is, after all, consistent with the central hypothesis of this
habilitation.

Let me now take a step back and provide some theoretical motivation for the hypoth-
esis. I take (2) to be the null hypothesis of a particular view of the grammatical system,
one where information structure is part of discourse pragmatics, which in turn is part of how
language is used – so-called linguistic performance, while syntax and semantics consti-
tute a system that is largely independent of language use and is part of what is often called
lingustic competence. Proving the null hypothesis, or in this case proving the absence of
a relation, can rightfully be considered a daunting task. It is therefore more helpful to think
of the enterprise as finding out how far the hypothetical absence of a relation can bring us
in terms of empirical coverage.
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While the performance–competence dichotomy remains an axiom in the generative para-
digm (which includes most formal semantics and (Neo-)Gricean pragmatics) and (post)struc-
turalist approaches more generally, it has been criticized or even rejected in the usage-based
paradigm (see, e.g., Bybee 2010; Diessel 2017; Divjak 2019).1 It is not my intention to frame
this habilitation as an argument for a particular paradigm for two particular reasons. First,
the question of the relation between information structure and syntax/semantics divides even
generative linguists (see section 3). Second, although the body of theoretical assumptions
I rely on stems from generativism, I am very sympathetic to the usage-based enterprise
and believe that the two approaches are more compatible than normally assumed. Finally,
I believe the hypothesis is a meaningful answer to the research question in both paradigms.

Let me now unpack the core notions used in the research question and in the hypothesis,
in order to fill them with more substance.

Information structure is understood as a set of discourse-pragmatic concepts rele-
vant for structuring utterances in a context. I will work with three core concepts – focus,
givenness, and topicality, each of which enters into an opposition of its own – focus–
background, given–new, and topic–comment. These concepts will be defined in section
2 using tools standard in formal semantics and pragmatics. Section 2 also introduces the core
notions pertaining to reference.

Syntax is understood as a set of syntactic categories and features (properties of cate-
gories), their mutual relations, whether conventionally encoded (such as their mutual ordering
– the so-called functional sequence) or emergent in a phrase structure (sisterhood, dominance,
c-command), and the operations defined on them (such as agreement or movement). I work
with a phrase structure syntax which is standard in generative grammar, but a good portion
of the habilitation is framework-independent and bears implications for all kinds of syntactic
systems, including dependency grammars. This is so because in some of the studies syntax
is reduced to word order, and hierarchical syntactic relations play only a minor role. An
introduction to syntax is not part of this introductory chapter.2

My assumptions about semantics are embedded in a framework known as formal seman-
tics and in the way it is coupled with generative syntax.3 Syntax and semantics are considered
to function in close cooperation, and although semantics primarily has an interpretive status
– syntactic structures including the lexical meanings of their terminal nodes are used as input
to deriving the truth-conditions, presuppositions, and conventional implicatures of sentences
– it has become common to postulate semantically motivated (often phonologically empty)
syntactic operators with more or less specified syntactic properties. I therefore take syntax
and semantics to be essentially one integrated system.

Semantics needs to be distinguished from pragmatics, along the lines of Grice’s (1975)
seminal proposal and its Neo-Gricean incarnations. While semantics deals with meanings
rooted in lexical items and the phrases and sentences constructed from them (particularly
entailments, semantic presuppositions, and possibly conventional implicatures), pragmatics
deals with meanings that arise as a consequence of the interaction of sentences (their form
and semantics) with the properties of the situation in which they are uttered, including the

1For some philosophical and methodological underpinnings of this controversy, as reflected in the Czech
linguistic discourse, see Čech (2005, 2012); Beneš (2015).

2I refer the interested reader to standard introductions such as Adger (2003), Haegeman (2005), or Koen-
eman & Zeijlstra (2018). Müller (2019: Chapter 4) provides a brief overview of current approaches in the
generative framework, in the context of other syntactic theories, including dependency grammars (Chapter
11), which might be familiar to Czech syntacticians. The most comprehensive account of Czech syntax from
the generative perspective to date is Veselovská (1995).

3The most influential introductory text to this syntax–semantic endeavor is Heim & Kratzer (1998). A re-
cent and freely available alternative is Coppock & Champollion (2020). Other recent introductions – oriented
more towards semantics and less towards the syntax–semantics interface – include Portner (2005); Elbourne
(2011); Winter (2016). For a brief historical survey of how and in what context formal semantics came to
exist, see Partee (2011).
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properties of discourse participants, their mutual relations, their beliefs, wishes, and discourse
intentions. The two core types of pragmatic meanings are pragmatic presuppositions (closely
related to Stalnaker’s 1972; 1973; 1974 common ground) and conversational implicatures.4

My own assumptions about the semantics–pragmatics interface are – I believe – relatively
unspecific and compatible with a range of approaches. What is important is that I consider
information structure to be part of discourse pragmatics – a subfield of pragmatics that
deals with utterances in relation to those that surround them (the context), with discourse
development, discourse coherence, and the like.

The relation between information structure and syntax is tight if information struc-
ture concepts are represented as syntactic categories or features and thus affect or even
determine syntactic relations and operations. It is loose if information structure concepts
remain in the realm of discourse pragmatics and thus have no way of affecting syntactic re-
lations and operations. Seen from the opposite perspective, syntax operates with no access
to information structure. The relation comes about in an indirect and non-deterministic
fashion.

Likewise, the relation between information structure and semantics is tight if infor-
mation structure concepts are represented as semantic categories (such as quantificational
operators), semantic relations (such as predication or quantification), or have a direct ef-
fect on semantic entailments (such as presuppositions). It is loose if information structure
concepts are in principle independent of these core semantic notions and if any interactions
between information structure and semantics are mediated in a highly constrained fashion.

In section 3 I will show – based on numerous examples of existing approaches to the
syntax/semantics–information structure interface – that the “tightness” of the relation is
a scalar rather than categorical property. The relation is completely tight if information
structure concepts are represented as syntactic categories (such as information structural
syntactic heads and phrases) or as semantic relations such as the relation between a pred-
icate and its argument. It is completely loose if there is no information structure-related
information in syntax or semantics whatsoever. Besides these two extremes, there is a whole
range of approaches affording syntax and semantics some limited access to information struc-
ture concepts. An example of this is the idea that the syntactic structure of a clause is
divided into two parts, each of which bears a certain information structural property, such
as a topical vs. focal area.

My own hypothesis, expressed in a simplified way in (2), is that information structure
is represented in syntax and semantics in a highly impoverished way, in the form of quasi-
referential indices which have nearly no syntactic properties except that they index syntactic
objects and can sometimes be realized by pronominal morphology (see chapter 2 [Leffel et al.
2014] and section 4). Any syntactic reflexes of information structure are thus argued to only
be apparent and to come about indirectly – as a result of syntax complying with constraints
that are in and of themselves independent of information structure. A prime example of
this is the tendency for focused expressions to be placed clause-finally, which results from
two independent constraints: clause-final placement of prosodic prominence (Daneš 1957;
relation between syntax and prosody) and focus-internal placement of prosodic prominence
(Daneš 1960; relation between prosody and information structure). The relation between
information structure and semantics is hypothesized to be a little tighter, as information
structure piggybacks on the semantic concept of referential indices/variables, as originally
proposed by Kratzer (1991b).

The central research question is by no means new. Most information structure researchers
– independently of their theoretical convictions – have taken a stance on this issue. Czech

4For a recent survey of (Neo-)Gricean pragmatics see Huang (2017). For a discussion of the semantics–
pragmatics interface, see Schlenker (2016). For a survey of two core pragmatic inferences – implicatures and
(pragmatic) presuppositions – see Davis (2019) and Beaver & Geurts (2014), respectively.
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linguists were ahead of others thanks to the long-standing and systematic interest in informa-
tion structure, initiated by Mathesius (1907, 1939, 1941), coupled with relatively early interest
in formal approaches to syntax and semantics, represented especially by Daneš (1964b) and
his sentence and semantic patterns (culminating in Daneš & Hlavsa 1981) and Sgall (1967)
and his and his colleagues’ functional generative description. Daneš (1964b), following the
spirit of Mathesius (1936, 1942), assumes a strict division between the grammar of sentences,
represented in the form of abstract sentence patterns which only include syntactic and se-
mantic information, and the information structure of utterances (or more precisely “utterance
events”) – particular realizations of sentences reflecting discourse-pragmatic properties. Sgall
(1967) and colleagues, on the other hand, argue that information structure should be inte-
grated within the syntactic description of sentences. The idea is, more particularly, that
information structural properties are part of the tectogrammatical syntactic level, the level
where sentential semantics is encoded.5 Empirical support for this position comes from the
close interaction between information structure and truth-conditional and presuppositional
semantics (documented for Czech in Hajičová’s 1973, 1974, 1984 work) – a phenomenon
known since Jackendoff (1972) as association with focus. I will come to this issue briefly
when discussing the relation between information structure and semantics (section 3.2).

The issue of syntax–information structure interface entered the Chomskyan discourse
quite early, too (see e.g. Jackendoff 1972, whose position was very similar to that of Sgall
and Hajičová, but cf. Chomsky 1971), but the major incentive came with the advent of the
so-called cartographic approach to information structure. Rizzi (1997), building on previous
syntactic approaches to the phenomena of focus fronting and topicalization, defended a very
strong position in this debate, in particular the idea that information structure concepts are
represented as functional syntactic categories – Foc(us) and Top(ic) – with their dedicated
position in the sequence of functional categories in the extended verb projection (the so-
called syntactic “cartography” of the clause), capacity to project phrasal categories (FocP
and TopP), carry formal features (r˘foc/tops) triggering syntactic operations, etc. Rizzi’s
influential proposal has gained a lot of followers, but also triggered many critical reactions,
thereby starting a fruitful and still ongoing debate. Among the prominent critics are Fanselow
(2006), Neeleman & van de Koot (2008), or Horvath (2010), all of whom argued for a sig-
nificantly weaker association between syntax and information structure or, indeed, no direct
association at all. Thanks to the conflicting argumentation, the debate has become distinctly
empirical and has recently been enhanced by experimental methods, a new tradition to which
I subscribe, as is evident from this habilitation.

2 Core notions of information structure and reference

I will characterize three basic information structure notions – focus, givenness, and topic –
and the associated clausal “partitions” they may give rise to – focus–background, given–new,
and topic–comment. The relevance of these three notions (oppositions) has been fairly uncon-
troversial in formally oriented literature (generative syntax and formal semantics/pragmatics)
in the past 20 years, mainly thanks to three influential contributions – Rooth’s (1992) for
focus, Schwarzschild’s (1999) for givenness, and Reinhart’s (1981) for topic (and, in addition,
Büring’s 2003 for contrastive topic). A well-respected, although somewhat more inclusive sur-
vey building on this tradition can be found in Krifka (2008).6 My survey is complemented by
a section on reference – the central notion mediating information structure (or more generally
discourse pragmatics) and semantics and also the topic of some chapters of this habilitation.

5The tectogrammatical level of the functional generative description corresponds to the deep structure in
generative semantics (e.g. Lakoff 1972). See also Sgall et al. (1973).

6The article is more easily accessible as Krifka (2007). Other recent survey articles include Vallduv́ı (2016)
and Féry & Ishihara (2016a). See also Féry & Ishihara’s (2016b) Oxford handbook of information structure.
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The above-mentioned information structure notions are conceived of as discourse-prag-
matic properties of linguistic forms – constituents or more generally (parts of) utterances.
Their definitions crucially make no reference to form (morphology, syntax, prosody); for in-
stance, definitions such as “focus is the final/accented constituent in the sentence” or “topic
is the sentence-initial constituent” are not adopted. It is this strict divide between informa-
tion structure (as part of discourse pragmatics) and form which makes the present research
question possible and renders it non-trivial. It also provides grounds for cross-linguistic com-
parison: we can ask how information structure is expressed in individual languages without
presupposing any particular formal device. Without going into detail, I should note that this
is not a necessary property of information structure theories. Some theories – like the one of
Firbas (1992) – take some aspects of form (word order, prosody, the form of referring expres-
sions) to be part of what defines information structure (or functional sentence perspective in
Firbas’s terms). In this respect, my approach is closer in spirit to the one of Sgall and col-
leagues, who carefully distinguish between function and form (see Hajičová 2012 for relevant
discussion), and is in line with the absolute majority of formally oriented approaches.

Let me finish this introduction by a brief disclaimer. The notions are defined in terms of
their discourse pragmatics, but – possibly to the surprise of some readers – not relative to
discourse participants (speaker and hearer) and their communicative intentions. Admittedly,
the use of information structure does depend on the intentions and motivations of discourse
participants. I would argue, however, that this is true not just of information structure but
of all language use; the choice of particular morphemes, words, constructions, prosody, etc.
– all of that can be performed more or less intentionally. The definitions assumed here are
general and therefore compatible with a whole range of communicative intentions – from
saying the truth, through doing that as effectively as possible, to trying to imply meanings
without explicitly conveying them (trigger implicatures).

The rest of this section is organized as follows. The three notions of information structure
are characterized in sections 2.1, 2.2, and 2.3, respectively. In section 2.4 I briefly discuss
the possibility that the pool of information structure-related notions might eventually be
reduced to a single core, a possibility entertained in the work of Wagner (2009, 2012b). In
section 2.5 I sketch how the notions assumed here relate to a broader pool of information
structure notions, including those entertained among Czech linguists. Finally, section 2.6
includes a survey of the core notions of reference.

2.1 Focus–background

A constituent is focused if it gives rise to alternative denotations relevant in the current
discourse. In the first of Ben’s responses (B1) to A(lice)’s query in (6), the subject Dave is
focused because it gives rise to the alternative denotation Celia and possibly other relevant
individuals, including A(lice) and Ben. In Ben’s second response the object Paris is focused
because it gives rise to alternatives Berlin, Moscow, etc.7

(6) A Did Celia visit Berlin?

B1 [Dave]F visited Berlin.

B2 Celia visited [Paris]F.

In Rooth’s (1992) terms, Ben’s first answer (B1) conveys two kinds of meaning, expressed in

7I use the following notational conventions. In running text, italics indicate object language (words,
constituents, (parts of) utterances). Underlining indicates prosodic prominence. Where relevant, small caps
indicate metalinguistic translations of the corresponding object language (e.g. the word Alice denotes/refers
to the individual Alice). The subscript F indicates the focused expression/constituent. These conventions
hold for this introductory chapter. Further chapters/papers introduce their own conventions.
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standard possible world semantics in (7):8 (i) an ordinary semantic value (marked by the
subscript o) – the proposition that Dave visited Berlin – and (ii) a focus semantic value
(marked by the subscript f) – the set of propositions that x visited Berlin, for any individual
x. Ben’s second response (B2) has the same ordinary semantic value but differs in the focus
semantic value; see (8). Notice also that in Rooth’s (1992) system (and my assumptions are
similar; see section 4) prosodic information is not part of the formal information that enters
the semantic component; the prosody–semantics correspondence is mediated by F-marking.9

(7) a. JDaveF visited BerlinKo “ λwrvisitedpDave,Berlinq inws

b. JDaveF visited BerlinKf

“ tλwrvisitedpx,Berlinq inw |x P Desu

“ tλwrvisitedpDave,Berlinq inws,
λwrvisitedpCelia,Berlinq inws,
λwrvisitedpBen,Berlinq inws,
. . . u

(8) a. JDave visited BerlinFKo “ λwrvisitedpDave,Berlinq inws

b. JDave visited BerlinFKf

“ tλwrvisitedpDave, xq inw |x P Desu

“ tλwrvisitedpDave,Parisq inws,
λwrvisitedpDave,Berlinq inws,
λwrvisitedpDave,Moscowq inws,
. . . u

The non-focused part of a clause is referred to as the background (to its focus). The
background in B1 is visited Berlin; the background in B2 is Dave visited. Informally speaking,
the background is what remains constant in the focus semantic value. It is defined negatively
(= whatever is not focused) and it does not have to correspond to a constituent in the syntax
(cf. the utterance Dave [visited]F Berlin). Some researchers have argued or assumed that the
background gives rise to an existential presupposition (see esp. Geurts & van der Sandt 2004
for explicit discussion); for B1, the presupposition would be that somebody visited Berlin
(Dxrvisitedpx,Berlinq inw0s). This assumption is too strong; it would rule out utterances
such as [Nobody]F visited Berlin, which cannot possibly presuppose that somebody visited
Berlin. For more arguments, see the responses to Geurts & van der Sandt (2004) in the
dedicated issue of Theoretical Linguistics and Sæbø’s (2016) recent survey. Also see section
3.2. There is an ongoing controversy on whether the background is always given; see section
2.4.

Rooth (1992) argued that this “weak” alternative semantics of focus, which systemat-
ically correlates with prosodic prominence, underlies various uses of focus. The core uses
include answerhood focus, used in answers to wh-questions (9a), contrastive focus, which
involves contrasting two or more alternatives all of which are explicitly mentioned or at least
highly contextually salient (9b), corrective focus, involving the negation of previously men-
tioned alternatives (9c), identificational focus, identifying the correct value among possible
alternatives (9d), or bound focus, involving association with so-called focus-sensitive particles
(9e).

8The foundations of possible worlds semantics were laid by Kripke (1963). It has become a standard part
of the formal semantic toolbox and is handled in most semantic textbooks; see footnote 3.

9For a system that does away with any kind of F-marking and lets prosody be interpreted directly, see
Büring (2015).
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(9) a. A Who visited Berlin? answerhood
B [Dave]F visited Berlin.

b. A [Czech]F diplomat spoke to a [Russian]F diplomat. contrastive

c. A I heard that Celia visited Berlin. corrective
B No, [Dave]F visited Berlin.

d. It was [Dave]F who visited Berlin. identificational

e. Only/Also/Even [Dave]F visited Berlin. bound

The lines between these different uses are not sharp. For instance, contrast can be a property
of basically all of the above-mentioned focus uses; correction can be accompanied by the use
of focus-sensitive particles, etc.

Different “sizes” of focus are sometimes distinguished, giving rise to terms such as narrow
or broad focus, as illustrated in (10). The current thinking is that these are mere taxonomic
categories and that there is no “deep” category of focus size.

(10) a. A Which city did Dave visit? narrow/object focus
B Dave visited [Berlin]F.

b. A What did Dave do? broad/VP focus
B Dave [visited Berlin]F.

c. A Why did Alice call you? broad/clause-size focus
B Because [Dave visited Berlin]F.

As already mentioned, the primary formal expression of focus is prosodic prominence – at
least in English and many other European languages. The generalization is that focus must
contain the most prominent stress in the clause (for Czech, see Daneš 1959, 1960).10 Chapter
6 [Groeben et al. 2017] attempts to refine the definition of the focus–stress correspondence.
The idea that focus-related alternative semantics is expressed by morphological means in
some languages remains controversial. Although many scholars have made such assumptions,
these rarely (if ever) survive careful empirical scrutiny. As pointed out by Fanselow (2006) or
Szendrői (2017), putative focus morphemes are rarely an obligatory part of every sentence (cf.
prosodic prominence) and if they occur, they contribute more than mere focus alternatives.
In this habilitation, the issue is discussed in chapter 2 [Leffel et al. 2014] and chapter 3
[Fominyam & Šimı́k 2017]. The issue of putative syntactic focus marking is similar. Focus-
related syntactic manipulations (such as focus fronting) are rarely (if ever) obligatory and if
they occur, they express more than mere focus alternatives.

The brief introduction above will hopefully be sufficient for the reader to understand
what is understood in this habilitation by the term focus. The crucial pragmatic concept
behind focus involves alternative denotations. Concepts like new information, important
information, or the like may be related (see section 3 for some discussion), but are by no
means an essential part of what focus means in this habilitation.

The study of the concept of focus has become a rich field of its own. I cannot possibly
do justice to everything, so let me just finish by providing some references for the interested
reader. Alternative semantics for focus has – to some extent – competed with the so-called
structured-meanings approach (e.g. Krifka 2001), but the two are not incompatible and can
even be combined in a single system; see Krifka (2006). The alternatives-based approach
to focus semantics has been a highly successful endeavor and has recently been supported

10This holds only in the specific (albeit most frequent) case in which the focus–background structure cor-
responds to the whole clause. If it corresponds to, say, a nominal phrase, as in (9b), then focus contains the
most prominent stress in the nominal phrase.
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by psycholinguistic evidence (Braun & Tagliapietra 2010; Gotzner et al. 2016; Gotzner 2017;
a.o.). Besides Rooth’s (1992) two-dimensional approach (working with two semantic values),
it has been implemented within a question-based approach (Velleman & Beaver 2016) or the
inquisitive-semantic approach (Ciardelli et al. 2019). See also Riester et al. (2018) and De
Kuthy et al. (2018), who have taken the question-based approach as the departure point
for corpus annotation studies. Personally, I explore Kratzer’s (1991b) index-based variant
of Rooth’s approach; see section 4. For a recent survey of the interface between focus and
prosody, see Wagner (to appear). For more information on focus sensitive particles and
quantifiers, see Beaver & Clark (2008); Beck (2016).

2.2 Given–new

A constituent is given if it has a synonymic or hyponymic antecedent in the immediately
preceding discourse. In Ben’s response in (11), the word walnuts/nuts is given because Alice’s
lead-in utterance contains the word walnuts, a synonym/hyponym of walnuts/nuts in Ben’s
utterance, respectively.11 Whatever is not given is new. In Ben’s utterance, it is the adverb
unfortunately, the subject+copula I’m, and the predicate allergic to.

(11) A I prepared a salad with goat cheese and walnuts.

B Unfortunately, I’m allergic to [walnuts]G / [nuts]G.

For comparison, consider the exchange in (12). In Ben’s utterance walnuts is not given
because there is no synonymic or hyponymic antecedent; the word nuts in Alice’s utterance
is only a hyperonym.

(12) A I prepared a salad with goat cheese and nuts.

B I’m allergic to walnuts. (I hope you didn’t use those?)

It is clear from the contrast above that the formal expression of givenness involves the
lack of prosodic prominence. Ben’s response in (12), where nothing is given, exhibits default
prosody – stress on the final constituent. In (11), where that same constituent is given,
stress is realized on the predicate allergic. Notice that this is, arguably, not because allergic
is focused (no alternatives to the predicate need to be evoked, although they presumably
could), but because its argument walnuts/nuts is given. What (13) shows is that there is
no general ban on stressing given constituents. Given constituents must not be the most
prominent ones in the clause. They may carry phrasal stress – esp. in prenuclear positions –
as long as sentence stress is realized elsewhere.12

(13) A I prepared a salad with goat cheese and walnuts.

B [Walnuts]G / [Nuts]G are great!

While there is arguably no documented case of morphological givenness marking, it has often
been argued that givenness may be encoded by word order.13 It has virtually been a dogma –
shared across frameworks and more than a century of research – that utterances are organized
in accordance with the so-called given-before-new principle. An example of this is provided
in (14), which exhibits a non-canonical predicate-final order. Compare this to the canonical
order of (15), in which there is nothing given.

11Synonymy is understood as semantic identity. From this perspective, it is coherent (albeit unusual) to
say that one occurrence of walnuts is synonymic with another occurrence of walnuts.

12When phrasal vs. sentence stress need to be distinguished in this introduction, I use single vs. double
underlining, respectively.

13There are arguments that some languages use morphological encoding for background to focus; see e.g.
Grubic (in preparation). To the extent that background must be given (cf. section 2.4), this may also be an
argument for morphological givenness encoding.
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(14) Czech

A Připravila
prepared

jsem
aux.1sg

salát
salad

s
with

koźım
goat

sýrem
cheese

a
and

vlašskými
wal-

ořechy.
nuts

‘I prepared a salad with goat cheese and walnuts.’

B Já
I

jsem
am

bohužel
unfortunately

na
to

{[vlašáky]G
walnuts

/ [ořechy]G}
nuts

alergický.

allergic
‘Unfortunately, I’m allergic to walnuts/nuts.’

(15) Czech

A Připravila
prepared

jsem
aux.1sg

salát
salad

s
with

koźım
goat

sýrem
cheese

a
and

ořechy.
nuts

‘I prepared a salad with goat cheese and nuts.’

B Já
I

jsem
am

alergický
allergic

na
to

vlašáky.

walnuts

(Snad
hopefully

jsi
aux.2sg

tam
there

žádné
any

nedala?)
neg.gave

‘I’m allergic to walnuts. (I hope you didn’t put any in?)’

An issue that immediately springs to mind is that there is a prosodic confound. Ben’s
utterance in (14) involves a non-canonical order, but it is also characterized by the lack of
sentence stress on the given constituent. Chapter 4 [Šimı́k & Wierzba 2015] and Chapter 5
[Šimı́k & Wierzba 2017] evaluate the two competing hypotheses experimentally and conclude
that even in Slavic languages, which are characterized by free constituent order, givenness is
primarily expressed prosodically, not by word order.

Givenness can be a property of constituents of all types and sizes, not just nominal
phrases. The examples in (16) illustrate VP- and clause-sized givenness, respectively. Also
in these cases it holds that the given constituent – no matter how big – does not carry
sentence stress. Synonymy is defined as semantic identity. For predicates, this means identical
extension – in (16a), Jprepare a saladK = Jprepare oneK; for propositions, it means mutual
entailment. For predicates, hyperonymy is defined in terms of the proper subset relation,
whereby the extension of the given constituent is a proper superset of the extension of its
antecedent. For propositions, it is defined in terms of asymmetric entailment, whereby the
given clause is entailed by its antecedent; in (16b), JDave prepared a saladK entails Jhe
prepared something for the brunchK. As is clear from the examples, givenness is a property
that cannot be determined by merely inspecting the lexical meanings. The resolution of
the reference of anaphoric expressions (one, he) and various pragmatic presuppositions (that
prepare a salad in (16a) amounts to the pragmatically enriched meaning ‘prepare a salad for
the brunch’) plays an important role.

(16) a. I was worried that nobody would prepare a salad, but fortunately, Dave [pre-
pared one]G.

b. Dave prepared a salad and Celia knew [he prepared something for the brunch]G.

The information structural category of givenness must not be conflated with the semantic
categories of referentiality or presupposition. Given expressions do not need to be referential
and need not invoke any presupposition. In our examples above, e.g. in (11), the nominal nuts
in Ben’s response is given without being referential or semantically anaphoric. Ben does not
intend to convey that he is allergic to the particular walnuts that Alice put into the salad; he
says that he is allergic to nuts in general. The fact that predicates or clauses can also be given
further supports this point. The implication does not hold in the opposite direction either: it
is not the case that referential/presuppositional expressions, such as definite descriptions, are
automatically given. This is illustrated in (17) (which can be understood as a continuation
of, say, (13)), where the noun phrase the blue bowl is new despite being formally definite,
semantically referential, and possibly (visually) identifiable by and familiar to both Alice and
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Ben in the discourse situation.

(17) A I’ll put the salad into the blue bowl.

These considerations support the presently entertained strict division between semantics and
discourse-pragmatics.

In sum, givenness is defined in terms of a semantic relation (synonymy or hyperonymy) to
a linguistic antecedent. This notion of givenness is, admittedly, relatively narrow, but has the
advantage of having a well-detectable formal effect, namely the lack of prosodic prominence.
Other notions often implicated in discussions of givenness, e.g. the psychologically rooted
concept of salience or activation, or the above-mentioned referentiality, familiarity, or iden-
tifiability, which in turn belong to the realm of semantics and pragmatics, are only loosely
related to the presently assumed information structural notion of givenness. See section 2.5
for a brief discussion of notions surrounding the concept of reference.

The literature on the notion of givenness assumed here is relatively sizeable. Chafe (1974,
1976) is sometimes credited with establishing givenness as a bona fide information structure
category, defined in terms of previous mention, and as independent of topicality, focus, but
also referentiality/definiteness (allowing non-referential/indefinite given constituents). The
pioneering work on the prosody of givenness includes Ladd (1980, 1983), who argued that
the givenness of constituents has an effect on prosody that cannot be attributed to other
information structural categories such as focus or contrast. The notion was used under the
term “c-construability” by Rochemont (1986), who is also the author of the most recent
survey article on givenness (Rochemont 2016). Schwarzschild’s (1999) study was a major
incentive for the integration of givenness into formal semantics and pragmatics. It also
initiated debates about the relation between givenness and focus, which have culminated in
the work of Wagner (2012b). Givenness has mostly been defined in terms of (generalized)
entailment (partly reflected by the above discussion of synonymy and hyperonymy; see also
chapter 5 [Šimı́k & Wierzba 2017]). While Schwarzschild (1999) and Wagner (2012b) define
givenness as being inherently tied to focus, Kratzer & Selkirk (2020) offer a self-standing
entailment-based definition, also assumed (in an earlier version) in the present work. The
interface between givenness and syntax (word order) was explored in Neeleman & Reinhart
(1998), Wagner (2006), Kučerová (2007, 2012), or Stevens (2013), and is also the topic of
chapter 4 [Šimı́k & Wierzba 2015], chapter 5 [Šimı́k & Wierzba 2017], and partly chapter 6
[Groeben et al. 2017]. For a corpus-based study of givenness and its interaction with prosody,
see e.g. Baumann & Riester (2013) and the references therein. The impact of givenness and
prosodic manipulations on brain activity during sentence processing was studied, e.g., by
Schumacher & Baumann (2010) or by Baumann & Schumacher (2020).

2.3 Topic–comment

A constituent is the topic of an utterance/sentence (also “sentence topic”) if its denotation
is what the utterance is about. The rest of the utterance is referred to as the comment,
which is defined as what is being said about the denotation of the topic. The decision to
formulate an utterance as being about some entity is a speaker’s decision closely related to
the properties of the current discourse, which makes aboutness part of discourse pragmatics.
In B1, Ben introduces Celia as a referent of particular interest to the current discourse. The
pronominal she, referring to Celia, is then the topic of Ben’s second utterance, with the rest
– didn’t show up at Dave’s birthday party – being the comment.14

(18) B1 I’m worried about Celia.
B2 SheT didn’t show up at Emily’s birthday party.

14For some of the studies in this habilitation, the notion of topic situation is particularly important. See
section 2.6 for some discussion.
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Since Reinhart (1981), the aboutness relation is typically understood in terms of discourse
representation theory (Kamp 1981; Kamp & Reyle 1993), where the common ground (i.e.,
discourse participants’ shared beliefs) is organized on “file cards” belonging to individual
referents (see e.g. Krifka & Musan 2012b).15 If she is the topic of B2, for instance, the
information that Celia didn’t show up at Emily’s birthday party will be stored on Celia’s
file card. I find this characterization – however common – lacking, as it seems inadequate
not to store the relevant information on the cards of the other referents mentioned as well
– that of Emily’s and that of Emily’s birthday party. Suppose, for instance, that Alice is
Ben’s addressee in (18). If somebody later asks Alice what she knows about Emily’s birthday
party, she will experience no difficulties to convey the relevant information that Celia didn’t
show up at the party without any obvious motivation to assume that Alice had to “draw”
this information from Celia’s file card. In other words, the file card-based aboutness relation
seems to be too weak in that it fails to single out the topic: utterances tell us information
not just about the topic referent, but about any referent mentioned.16

It is perhaps no wonder that this overly weak topic notion has received relatively little
empirical support over the many years of research (see Büring 2016b for a recent critical
evaluation; cf. Tomioka’s to appear carefully optimistic view). It has been noticed repeatedly
that the putative diagnostics for aboutness topic in fact diagnose more specific topic notions
– perhaps such that they are closer specifications of the baseline aboutness relation.17 These
more specific notions include continuation topic or shift topic (cf. the issue of “thematic
progression”; Daneš 1974a), frame setters, and the notion of contrastive topic.

Büring (1997, 2003) is widely considered the father of the modern formal notion of con-
trastive topic.18 According to his proposal, a contrastive topic is semantically closely
related to Rooth’s (1992) focus in that it gives rise to alternative denotations. The difference
is that while the background to focus is semantically constant (see section 2.1), the com-
ment to a contrastive topic necessarily contains a focus. Utterances with contrastive topics
therefore give rise to two kinds of alternative denotations – Büring’s (2003) contrastive
topic-value (CT-value), which in turn contains a set of Rooth’s (1992) focus semantic
values – one focus semantic value (set of alternative propositions) for each CT-alternative.

Consider the minimal pair in (19). The first version of Ben’s response (B1) is an ordinary
answer to the stated wh-question, resolving Alice’s dilemma of which of the two friends
showed up (say, at Emily’s birthday party). Out of the two focus alternatives jointly implied
by the wh-question and the sentence stress on Dave (ending in a falling tone), Ben chooses
one, entailing that Dave showed up and, by Gricean pragmatic reasoning, Alice can conclude
that Celia did not. Ben’s other response (B2) contains two accents – the prenuclear one
on Dave – followed by a rising tone – and the nuclear one on did, ending in a falling tone.
The prenuclear rising accent gives rise to contrastive topic alternatives which correspond
to two sets of focus alternatives containing two propositions each, as indicated in (i) under
B2. By placing the rising accent on Dave, Ben explicitly answers only one part of Alice’s
question, namely whether Dave showed up (he did), while remaining agnostic (at least for
the moment) about the other part, namely whether Celia showed up. Ben thus decides to
“divide” Alice’s question into two subquestions – one about Dave and the other about Celia
– and only answers one of them.

15While Reinhart’s (1981) contribution introduced aboutness into formal semantics and pragmatics, the
idea of defining topic via aboutness is older; see, e.g., Ammann (1925–28), Mathesius (1939), Kuno (1972),
Sgall et al. (1973), or Gundel (1974).

16For some critical discussion of aboutness, see, e.g., Jacobs (2001).
17A parallel to Rooth’s (1992) weak focus notion and its pragmatic specifications offers itself. Neverthe-

less, while alternatives-inducing focus has a clear formal (prosodic) expression in many languages, this is
demonstrably not the case for aboutness topic.

18Contrastive topic in Czech was studied by Hajičová et al. (2003) and Veselá (2007).
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(19) A Who showed up – Dave or Celia?

B1 [DaveÓ]F did.

(i) tλwrshowed uppDaveq inws, λwrshowed uppCeliaq inwsu
focus alternatives

(ii) λwrshowed uppDaveq inws entailment
(iii) λwr showed uppCeliaq inws implicature

B2 [DaveÒ]CT [didÓ]F.

(i) ttλwrshowed uppDaveq inws, λwr showed uppDaveq inwsu,
tλwrshowed uppCeliaq inws, λwr showed uppCeliaq inwsuu

contrastive topic alternatives
(ii) λwrshowed uppDaveq inws entailment
(iii) λwrshowed uppCeliaq _  showed uppCeliaq inws implicature

In the example just given, the contrastive topic is the subject and the focus lies on the aux-
iliary, expressing polarity. At the same time, the comment to the contrastive topic happens
to be identical to the focus. That, of course, is just an example. Both the size of focus and
the size of contrastive topic can in principle be arbitrarily large and the focus can be just
a proper part of the comment. Example (20) represents a case where the comment (sub-
scripted as C) belonging to the contrastive topic contains the focus as its proper subpart.
Such comments are characterized by having constituents whose denotation remains constant
in both the CT-value and the focus semantic value.

(20) [The man suspected of a murder]CT [shouted at [the judge]F]C and [the judge]CT (in
turn) [shouted at [his advocate]F]C.

A particularly popular way of representing contrastive topics, initiated by Büring (2003),
is by means of so-called discourse trees (Roberts 1996, 2012). Under this view, focus gives
rise to a set of propositional alternatives which correspond to the meaning of a wh-question,
and contrastive topic gives rise to a set of question alternatives (a set of sets of propositional
alternatives), which in turn correspond to the meaning of a multiple wh-question. Illustrative
discourse trees representing the propositional and question alternatives of the two examples
in (21) and (22) are provided in Figure 1 and Figure 2, respectively.

(21) The judge shouted at [the advocate]F.

Who did J shout at?

J shouted at A J shouted at B J shouted at C . . .

Figure 1: Discourse tree representing the focus semantic value of (21)

(22) [The judge]CT shouted at [the advocate]F.

Büring’s (2003) semantics for contrastive topics is general enough to be considered to
lie at the heart of various (contrastive) topic types. On the most neutral use, an utterance
containing a contrastive topic addresses one subquestion in a discourse tree like Figure 2,
while leaving the other (sibling) subquestions unanswered. This is the case of B2 in (19).
Another type of contrastive topic use is one where two or more subsequent/coordinated
utterances address multiple sibling subquestions, each being about a different topic value.
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Who shouted at who?

Who did J shout at?

J shouted at A J shouted at B . . .

Who did K shout at?

K shouted at A K shouted at B . . .

. . .

Figure 2: Discourse tree representing the CT-value of (22)

This is the case in (20). Contrastive topics can be further semantically or pragmatically
specified by the use of various constructions, particles, or connecting devices. A relevant
Czech example is provided in (23). The clause-initial particle zato (or its shorter variant to)
precedes a contrastive topic. Importantly, however, it can only accompany a contrastive topic
if a sibling subquestion (about a different referent) has already/just been answered. Placing
(za)to before Alice, even if the right prosody is used, is infelicitous, if at all interpretable.

(23) Alice
Alice.nom

byla
was

za
in

pět
five

minut
minutes

venku.
outside

(Za)To
prt

[Bena]CT

Ben.acc
[ si
refl

tam
there

nechali
kept

p̊ul
half

hodiny]F.
hour
‘Alice was inside only for five minutes. Ben, they kept in for half an hour.’

This behavior of (za)to is of course reminiscent of the behavior of focus-sensitive particles.
A focus-sensitive particle operates on focus alternatives and generates an inference based on
them (see section 2.1); also, for instance, conveys that there is an alternative proposition
other than the uttered one that is true. In a parallel fashion, a contrastive topic-sensitive
particle operates on the set of alternative subquestions and conveys something about them;
the Czech (za)to, in particular, conveys that a different subquestion than the one addressed
by the subsequent utterance has just been answered.

For recent surveys on the notion of (contrastive) topic, see the already cited Büring
(2016b) and Tomioka (to appear). These papers contain a wealth of references and a rich
discussion of different topic constructions, particles, and types. Technical alternatives and
possibly improvements to Büring’s (1997, 2003) original proposal can be found in Wagner
(2009, 2012a) and Constant (2014), both of whom seek to reduce the notion of contrastive
topic to the notion of focus, building on the fact that both imply alternative denotations.
Cook & Bildhauer (2011, 2013) report on German annotation studies and the largely failed
attempts to come up with a quality procedure of identifying aboutness topics in corpora.
These results underscore the worry (expressed e.g. in Büring 2016b) whether plain aboutness
topic is a real linguistic category at all.

2.4 An aside on a potential unification

Having focus, givenness, and topic in one’s information structural toolbox has proved ex-
tremely useful. Given the cross- and intra-linguistic variety of strategies of expressing infor-
mation structure, it is likely that multiple information structural notions are needed. Still,
plausible and relatively successful attempts have been made at reducing the ontology to
a single opposition – that of focus–background. The linguist who deserves the credit for
contributing the most to these reductionist efforts is Michael Wagner. Without going into
detail, let me briefly suggest how a reduction to a single opposition works.
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Unifying focus and givenness

Consider the simple conversation in (24). In Ben’s response, Celia is the focus and the rest of
the utterance – baked one – is the background. Yet the background is not just a background
to a focus, it is also given according to the standard definition (see section 2.2).

(24) A Who baked a cake?
B [Celia]F [baked one]B/G.

Indeed, cases of (partly) new backgrounds are not easy to find and typically do not sound very
natural. Example (25), for instance, would be relatively natural if for Dave were treated as
a contrastive topic and hence not part of the background. Making it part of the background
amounts to saying that Ben, effectively, treats Alice’s question as one about baking a cake
for Dave, not just baking a cake in general, because all the focus alternatives contain the
benefactive. This is not impossible – but also not easy – to accommodate. But once such
focus alternatives are accommodated, one could argue, the phrase for Dave is treated as
given. The prosodic realization of Ben’s response in (25) might support this.

(25) A Who baked a cake?
B [Celia]F [[baked one]G for Dave]B.

Wagner’s (2012b) response to such and similar considerations is to postulate that the back-
ground to a focus is always given. Importantly, the implication is bidirectional according to
Wagner (2012b). He states that the syntactic sister of a given constituent is automatically
focused. In other words, focus and givenness always go hand in hand. The position is further
supported by the formal realization of focus and givenness – while the former must contain
stress, the latter must not.

Wagner’s (2012b) hypothesis is attractive but not generally accepted. Chapter 6 [Groeben
et al. 2017] presents an argument for treating focus and givenness separately.

Unifying focus and contrastive topic

There is a notable semantic similarity between focus and contrastive topic – both involve
the implication of alternative denotations. The difference is between the focus’s background
and the topic’s comment: only the latter contains another alternatives-evoking constituent.
Wagner (2009, 2012a) proposes that contrastive topic is nothing else than a focus with a back-
ground which involves another focus–background pair. See the approximation in (26) and
consult Wagner (2012a) for a proper formal implementation.

(26) [Celia]F1 [[baked]B2 [a cake]F2]B1.

An idea similar in spirit but implemented differently can be found in Constant (2014).

2.5 Relation to notions used elsewhere

The three notions of information structure characterized above are, of course, not the only
ones that have been used. The landscape of information structure notions is extremely rich,
both conceptually and terminologically. The purpose of this section is to show how other
information structure notions relate to the ones used here and thereby provide a bridge
to other frameworks, theories, or approaches to information structure. Upon reading the
following lines, it is important to keep in mind that there are two kinds of deviations from
the approach taken here: (i) terminological ones – different terms for essentially the same
concepts, in which case the different use of terminology often implies allegiance with a different
framework or theory, and (ii) conceptual ones, which come in two flavors – either notions that
cut the essentially identical information structural “pie” in a different way (sometimes using
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the same terms), or notions covering concepts that have not been covered above, implying
a broader or different perspective of what information structure is.

The terminological and conceptual survey below is by no means exhaustive. For other
attempts and perspectives see, e.g., Daneš (1974b); Chafe (1976); Molnár (1993); Kruijff-
Korbayová & Steedman (2003); Krifka (2008); Krifka & Musan (2012a); Hajičová (2012).

I start by discussing the terms used here (information structure, focus, givenness, and
topic) and point out the different ways they have been defined or understood. Then I move
on to other terms and show how the concepts they stand for relate to the ones that I have
assumed.

Information structure The term information structure originated in Halliday (1967), for
whom it had a narrower extension – it only referred to the given–new/focus opposition, which
overlapped with the background–focus opposition (which later became dominant in formal
approaches). The topic–comment division, considered a communicative rather than informa-
tion status device, fell outside of information structure proper and was referred to by Halliday
by theme–rheme (see below). An analogous division had been previously made by Daneš &
Dokulil (1958) and can be traced back to Mathesius (1939). Halliday’s understanding of
information structure survived for quite some time (see e.g. Sasse 1987), but its meaning
has gradually broadened to the present one – encompassing all three oppositions.19 My con-
jecture is that a major contributor to this broadening was Lambrecht’s (1994) monograph,
entitled Information structure and sentence form, which has been influential across different
frameworks and incorporated many previous insights from both the formal and functional
perspective. Recent works that have further contributed to the standardization of the term
information structure include Krifka (2008), Vallduv́ı (2016), and Féry & Ishihara (2016b).

Focus Jackendoff’s (1972) focus–presupposition opposition corresponds to Halliday’s (1967)
information structure – the new/focus–given opposition. Focus is thus understood in terms
of newness (Jackendoff 1972: 3). In formal linguistics, this approach has largely been re-
placed by Rooth’s (1985, 1992) alternatives-based approach, where focus and newness are
orthogonal (focused expressions may also be given; cf. section 2.4 for a dissenting view).
There have also been attempts to identify the notion of focus with some core semantic con-
cepts, such as the nucleus of (adverbial) quantifiers (where the background corresponds to
the quantificational restrictor; see Partee 1992, Herburger 2000, and also section 3.2) or as
the predicate (with the background being the subject; see Ogihara 1987; Wedgwood 2003,
2006; É. Kiss 2006; cf. section 3.2), which is reminiscent of very early treatments of infor-
mation structure in terms of predication (Weil 1844; Paul 1880). While alternatives-based
accounts admit non-trivial interactions of focus (in terms of alternatives) with quantifica-
tion and predication, the relation is not a direct one (see Beaver & Clark 2008 for relevant
discussion). Yet another approach to focus has to do with the idea (in principle inverse
to the predication approach) that sentences are represented as ordered pairs of the form
xfocus,backgroundy, where the background denotes a predicate and the focus its argument.
This so-called structured meanings approach to the focus–background structure, defended in
Dahl (1974), von Stechow (1982, 1991), or Krifka (2001) has enjoyed an intensive comparison
with the alternatives-based approach. According to Krifka (2006), the two approaches are
not incompatible and can even complement each other. Sgall and colleagues (see, e.g., Sgall
et al. 1973, 1986) have always resorted to a single topic–focus opposition (originally called
topic–comment), with a relatively broad understanding of both notions. In their approach,
focus can stand for newness, comment, as well as for focus in the sense used here. Their

19The current broad understanding of information structure arguably has its roots in Chafe’s (1976) notion
of information packaging; see below.
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“topic–focus articulation” is complemented by Firbas’s (1971) concept of communicative dy-
namism (see below). For Erteschik-Shir (1973, 1997, 2007), focus is the part of an utterance
to which “the speaker intends to direct the attention of his/her hearer(s)” (Erteschik-Shir
2007: 38). This essentially cognitive definition of focus does not find a direct correlate in the
notions assumed here, which are more narrowly linguistic, but it is likely that the activation
of semantic alternatives correlates with attention attraction in sentence processing; in other
words, the alternatives-based approach is not in conflict with an attention-based approach,
they might well be two facets of a single notion.20 Lastly, some linguists understand focus
in terms of importance, considering it the most important part of the utterance. This view
was common in the early days of studying information structure (see e.g. Trávńıček 1937;
Mathesius 1947; Daneš 1957) and is occasionally still assumed, esp. in the Brno school (Svo-
boda 2007). There is no obvious correlate of importance in my approach. I have not yet seen
a way of operationalizing the notion of importance so that it becomes clearly detectable or
testable.

Givenness The notion of givenness has had a very complicated history. The extension of
the term has varied significantly across approaches and frameworks. The present approach,
where givenness is understood in terms of a relation to a discourse antecedent (though not
necessarily a referential one) – called discourse givenness for the current purpose – is among
the narrowest ones. Its major advantage is a relatively tight relation to the lack of prosodic
prominence. As mentioned above, Halliday (1967) did not distinguish between givenness and
background to focus, an approach recently revived in Wagner (2012b). A focus-independent
notion of discourse-related givenness was assumed, e.g., in Chafe (1976), Ladd (1980), and
Rochemont (1986) (the last under the term c-construability). A broader notion of givenness
– encompassing not just what was previously mentioned, but also what is known or taken for
granted by the discourse participants (a notion related to Stalnakerian 1973 common ground)
was assumed, e.g., in Haviland & Clark (1974); Clark & Haviland (1977). Constituents which
are given in this weaker sense (e.g. definite descriptions) can be easily prosodically promi-
nent.21 Givenness is sometimes – esp. in psycholinguistic studies – understood as visual
presence in the extra-linguistic discourse situation. This – what is sometimes called vi-
sual givenness – can be considered a special case of the knowledge-based givenness. Like
knowledge-based givenness, it does not correlate with the lack of prosodic prominence (see
Baumann 2006 for experimental evidence). Unfortunately, discourse and visual givenness are
often not sufficiently distinguished, which leads to highly problematic interpretation espe-
cially of many experimental studies. In the present work, givenness is understood strictly as
discourse givenness, independent of focus. Knowledge-based or visual givenness fall outside
the realm of what I understand under information structure.

Givenness is sometimes treated as a cognitive category related to mental activation of
concepts (which is pretty much on a par with focus being treated in terms of attention). The
idea that givenness (or in fact information structure as a whole) is ultimately of a cognitive
nature has been assumed for a long time and has led to scalar notions of givenness and to
discussions of how scalar notions can be represented in a categorical system such as syntax
and semantics (Slioussar 2007). A cognitive perspective was taken by Chafe (1974, 1976), who
later (Chafe 1987, 1994) introduced three givenness levels – given (active), accessible (semi-
active), and new (inactive). Related research drew further subdivisions and often brought in
a variety of factors, including cotextual, formal, and cognitive ones (see, e.g., Prince 1981a;
Givón 1983; Ariel 1988; Gundel et al. 1993; Arnold 1998).22 As suggested by the terminology,

20Early psycholinguistic evidence for focus affecting attention can be found in Cutler & Fodor (1979). I refer
the reader to Gotzner (2017) for an in-depth discussion and references.

21An early survey of the above-mentioned types of givenness can be found in Prince (1981a).
22The mixture of factors that enter the definition of givenness are reminiscent of Firbas’s (1992) approach.
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mental activation is considered to closely correlate with referent accessibility – the ease or
difficulty with which the appropriate referent can be identified (typically by the hearer). My
own approach to givenness is categorical (in line with the early approach of Chafe), but it is
not incompatible with a scalar approach. In particular, given constituents in my approach
denote highly activated referents (or concepts, if non-referential) because they have been
mentioned in the immediately preceding discourse.

Topic Leaving terminology aside for a moment, the concept of aboutness topic is probably
the oldest and most stable information structure concept of all. It goes back to the 19th
century (Weil 1844; von der Gabelentz 1869; Paul 1880), where the idea was introduced that
sentences are constructed not just by means of grammar (as grammatical predications), but
also from a “psychological” perspective, from which a “psychological subject” (i.e., topic) –
what the speaker is thinking (and hence speaking) about – is the argument of a “psychological
predicate” (i.e., comment) – what the speaker is thinking (and hence saying) about it. The
psychological perspective was abandoned – in favor of a more linguistic one – by Mathesius
(1907, 1939) and much subsequent research, but the basic idea remained intact and has
survived to these days.23 The terminological opposition topic–comment can be traced back
to Hockett (1958: Chapter 23) and Chao (1958), whose understanding of the concept was
very modern (unsurprisingly, given what I just said). The opposition was also adopted
in Sgall et al. (1973), who, however, use topic in a broader sense, encompassing not just
aboutness, but also givenness and background to focus.24 Later on, prominent proponents of
the term/opposition topic/topic–comment include Dahl (1974), Reinhart (1981), or Molnár
(1993), thanks to whom it gradually became the dominant term for the aboutness relation.

The absolute majority of researchers agrees on the basic concept behind the topic notion
(i.e., aboutness; though cf. Jacobs 2001), although, of course, substantial disagreements
exist in more specific properties of topics, such as their position in sentences (initial or also
non-initial?), their obligatory presence (always present or optionally absent?), the possibility
of multiple topics, and their relation to givenness (is topic the “most given” element or can
topics be even new?). Also, as was briefly hinted at in section 2.3, different kinds of topic
have been assumed to exist.

Functional sentence perspective Functional sentence perspective is sometimes thought
of as a synonym of information structure associated with a different framework – that of
functional (rather than formal) linguistics. The notion of functional sentence perspective is
most concisely summarized in Firbas (1992).25 It certainly covers the same kind of empirical
phenomena (such as prosody, word order, particles) and relies on comparable notions (such as
theme vs. rheme; see below). Still, there are important conceptual differences.26 According to
Firbas (1992), functional sentence perspective is not only concerned with discourse pragmatics
(e.g. context-dependence), but also with semantics, dealing with event structure, argument

23The psychological perspective was, in a way, reintroduced in modern psycholinguistic approaches; see
above for the discussion of givenness.

24The “topic–comment articulation” was gradually (and partly already in Sgall et al. 1973, where comment
and focus are used as synonyms), replaced by “topic–focus articulation” in Sgall and colleagues’ school, though
without a dramatic conceptual shift; see, e.g., Hajičová et al. (1998) or Hajičová & Sgall (2004).

25The term itself started its life as an alternative to Mathesius’s (1939) hard-to-translate Czech term aktuálńı

členěńı větné (roughly ‘the division of a sentence motivated by the current utterance situation’) and arguably
stems from Mathesius’s (1929) German term Satzperspektive.

26It is good to realize that functional sentence perspective was, for some time (in the 1960s and 1970s), the
primary term for information structure used by Czech linguists in their English texts (cf. Firbas 1964, 1971;
Sgall 1967; Daneš 1974b). Yet, the term meant different things for different people and gradually became
associated, more or less exclusively, with Firbas’s Brno school. Sgall and colleagues’ Prague school quickly
switched to the term topic–comment/focus articulation (see Sgall et al. 1973), adopting only a part of Firbas’s
framework, namely the concept of communicative dynamism.



2. CORE NOTIONS OF INFORMATION STRUCTURE AND REFERENCE 19

structure, or the referential status of nominals. Another important difference is that the
notions of functional sentence perspective (theme, transition, rheme, and their subtypes) are
not defined only pragmatically (or semantically), but also by reference to form (word order,
prosody). Lastly, the notions are not understood in terms of discrete oppositions, but rather
as a continuum on the scale of communicative dynamism (see below), which finds no direct
correlate in my approach to information structure.

Information packaging The term information packaging was introduced by Chafe (1976)
and prominently used by Vallduv́ı (1992). I have not been able to trace significant concep-
tual differences between this notion and my understanding of information structure, beyond
notions specific to particular theories (such as Vallduv́ı’s 1992 link and tail). Together with
Krifka (2008), I take information packaging to be a synonym of information structure, which
lines up with the fact that – conceptually – Chafe’s (1976) approach comes very close to the
current understanding of information structure in that it distinguishes between multiple op-
positions, including given–new, topic–comment, and contrast–background, the last of which
is closely related to focus–background.

Communicative dynamism Communicative dynamism is the core notion of Firbas’s
(1992) functional sentence perspective. It is a scalar property borne by all meaningful ele-
ments in an utterance and is understood in terms of the degree to which an element con-
tributes to communication: the more dynamic, the bigger the contribution. As discussed
above in connection with functional sentence perspective, a variety of factors contribute to
communicative dynamism, including linear order (communicative dynamism is, by default,
progressing from the beginning towards the end of utterances), prosody (prosodically promi-
nent expressions are more dynamic than non-prominent ones), valency (subjects are less
dynamic than objects), form of referring expressions (pronouns are less dynamic than full
nominal phrases), but also information structural ones (given/contextually bound elements
are less dynamic than new/unbound ones; thematic elements are less dynamic than rhe-
matic ones). There is no direct correlate of communicative dynamism in my approach to
information structure.

Theme–rheme The theme–rheme opposition can be traced back to Ammann (1925–28), in
whose work it was synonymous with the present topic–comment opposition. It was critically
picked up by Mathesius (1939), who distinguished the theme from the “starting point (of
the utterance)” (východisko; complemented by the “core (of the utterance)” – jádro), which
roughly corresponded to some (not clearly defined) version of givenness.27 In his later work
(e.g. Mathesius 1941), Mathesius returned to a single opposition – base–core (základ–jádro),
which combined the properties of all three oppositions used here, thus constituting a con-
ceptual precedent to Sgall and colleagues’ topic–focus articulation. In a later development,
Daneš & Dokulil (1958) (see also Daneš 1964a) found two distinct oppositions useful and
understood theme–rheme (or theme–core) in terms of topic–comment, while using Mathe-
sius’s (1939) “starting point” for a context-dependent property. Meanwhile Firbas (1964)
incorporated the notion of theme–rheme into his theory of functional sentence perspective,
where it gradually lost the character of a binary opposition and developed into a scalar
(and multifactorial) notion instead (as evidenced by the early introduction of the concept of
“transition” between theme and rheme; Firbas 1965); see also the notion of communicative
dynamism. Like Daneš (and colleagues), Firbas and colleagues have also distinguished be-
tween (the scale of) thematicity and a context-related notion – that of context dependence
(similar to givenness). It is notable that the above-mentioned approaches relied on two types
of oppositions (or scales), which begs the question of how they relate to the three oppositions

27Chafe (1987) uses the term starting point for topic.
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assumed here. While theme–rheme corresponds to topic–comment, and starting point–core
(or context-dependence–independence) to given–new, the opposition focus–background does
not have an independent status. Focus most closely corresponds to rheme, but not in cases
where the complement of rheme is theme, understood as topic. What comes closer is rheme
excluding the transition (where transition can be understood as the part of the comment
that is not properly rhematic), or what is sometimes called rheme proper (both taken from
Firbas’s approach).

In the international discourse (chiefly in functionally oriented approaches; e.g., Kuno
1973; Halliday 1967, 1985), the theme–rheme opposition has mostly been used as a synonym
of topic–comment. However, to add to the confusion, some authors have used theme–rheme to
stand for given–new (and thus used it side-by-side with topic–comment; see Molnár 1993), and
yet others for background–focus (see Vallduv́ı 2016, whose use of theme–rheme is ambivalent
between background–focus and topic–comment).

Importance Importance is sometimes taken to be a defining property of focus or rheme, in
the sense that the focus of an utterance is the most important part of it (see, e.g., Trávńıček
1937; Mathesius 1947; Daneš 1957). Although I am not aware of a useful definition of
importance, it seems to me to come close to Firbas’s (1992) communicative dynamism (a view
supported by Svoboda 2007, for instance). There is no correlate of importance in my approach
to information structure.

Categorical vs. thetic statements Categorical statements contain the topic–comment
division; thetic statements are topicless, i.e., they are “all-comment”; see Sasse (1987) for an
influential discussion of theticity. It is usually assumed that despite the absence of an overt
topic, there is an implicit topic referent. The referent can be an individual entity, but also
a time interval (“topic time”) or a particular situation (“topic situation”). The categorical
vs. thetic opposition is fully compatible with my approach to information structure and
is in fact assumed in some of the studies in this habilitation (see esp. chapter 8 [Šimı́k &
Demian 2020]). However, since theticity is not easy to control for contextually, I usually use
all-focus/all-new statements as a proxy for thetic statements.

Context dependence/boundness The notion of context dependence (used chiefly by
Firbas and colleagues) or context boundness (used chiefly by Sgall and colleagues) comes
close to broadly conceived givenness, encompassing discourse givenness, associative anaphora
(a car–the steering wheel), as well as familiarity of reference (as typically expressed by defi-
nite expressions). The notions of referent familiarity (or identifiability) as well as associative
anaphora fall outside the realm of information structure, as assumed in this habilitation.
I take these notions to be primarily grounded in semantics and the part of pragmatics that
is primarily not discourse-based; they typically amount to semantic or pragmatic presuppo-
sitions (cf. Stalnaker 1973, 1974).

Emphasis Emphasis is a notion that is closely associated with focus and contrast. If
a constituent is focused, and esp. contrastively focused, it is sometimes said to be emphasized.
Like focus and contrast, emphasis is also often treated as ambivalent – potentially referring to
meaning (contrast or possibly importance) and/or to form (prosodic prominence). Emphasis
is rarely used technically – as a precisely defined notion. I avoid the term here completely in
favor of better defined notions.

Presupposition Presupposition – similarly to givenness – has been used in a variety of
different ways. The term entered the realm of information structure in the late 1960s/early
1970s in the sense of a background to focus (see, e.g., Chomsky 1971; Jackendoff 1972;
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Hajičová 1973; Hajičová 1974). The main problem of using presupposition in the sense of
a background to focus is that it raises the expectation that it is related to (or even identified
with) presupposition as defined in logic and formal semantics (starting from Strawson 1950
and having roots in Frege 1892; see Beaver & Geurts 2014).28 This relation, however, is loose
and often accidental (see section 3.2 for discussion and references). The term presupposition
is used in this habilitation, but in the logical/semantic way, not in the sense of a background
to focus.

Contrast Contrast as a bona fide information structural notion has been defended by Vall-
duv́ı & Vilkuna (1998); Molnár (2002); Molnár & Winkler (2010); Vallduv́ı (2016); Kratzer &
Selkirk (2020). The chief properties of contrast are highlighting, membership in a limited set
of alternatives, and explicit mentioning of alternatives (Molnár 2002). I do not take contrast
to be among the core information structural notions, but admit that it can be a significant
property of topic or focus constituents, which seems to be the majority view; see Repp (2010).

2.6 Core notions of reference

Reference is one of the core areas of semantics and pragmatics, which deals with the way
syntactic constituents – typically noun phrases – refer to entities. My approach to reference
is couched in standard model-theoretic formal semantics (see footnote 3 for a list of introduc-
tory texts), which has its roots in (propositional and predicate) logic and analytic philosophy
and still uses its core instruments. Since the 1970s the field of formal semantics, studying
the meaning of natural language (rather than logical statements), has emancipated from its
forerunners and has developed its own theoretical toolbox. The area of reference (and quan-
tification) is certainly one that has undergone significant development. In this section I will
attempt to provide a basic overview of the core notions that will be needed to understand the
habilitation. While the study of reference is by far not as chaotic as the study of information
structure, the meaning of some notions and terms is not perfectly settled across the field.
Unfortunately, my own work has undergone a terminological development in the past few
years, so the habilitation is terminologically not fully internally consistent. I will point out
the basic inconsistencies in this section. And – to be on the safe side – the reader is kindly
asked to read the chapters as self-contained for these purposes.

My approach to reference is relatively conservative, although it goes beyond the canonical
literature in specific assumptions. The formal-semantic canon on reference includes Montague
(1970, 1973) (the first formal treatment of a fragment of English), Carlson (1977) (reference
to kinds), Barwise & Cooper (1981) (the standard theory of generalized quantifiers), Heim
(1982) (NP interpretation in discourse), Fodor & Sag (1982) (on so-called specific indefinite
NPs), Partee (1987) (a theory of type-shifting, relating different denotations of a single
NP), Carlson & Pelletier (1995) (an influential collection of articles on generic reference),
or Chierchia (1998) (reference to kinds across languages). Hlavsa (1975) is a monograph on
reference containing a logico-linguistic analysis of Czech. Hlavsa’s analytical tools exhibit
a certain overlap with early formal semantics and with late philosophy of language.

There are, of course, many other extremely influential works on reference and NP seman-
tics, but the more specific one gets, the less easy it is to choose what could be considered the
canon.

Recent surveys on reference include Dekker & Zimmermann (2016) (reference generally),
Heim (2011) ((in)definiteness), Brasoveanu & Farkas (2016) (indefiniteness), Dayal (2011)
(interpretation of so-called bare (determinerless) NPs), and Farkas & Brasoveanu (2020)
((non)specificity).

28Hajičová (1973) is aware of this issue and admits that she applies the term “in a somewhat broader sense”
(cited from Hajičová 2017: 62).
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Referentiality A noun phrase (NP), pronoun, or in fact any syntactic constituent, is ref-
erential if its denotation is an entity. In type theory, we would say that referential NPs are
of type e. An NP is not referential, or non-referential, if this is not the case. The two
main types of non-referential NPs are predicative NPs, which are standardly considered to
denote characteristic functions of sets of entities (type xe, ty = function from entities to truth
values), and quantificational NPs, which characterize sets of properties (type xxe, ty, ty =
function from predicate denotations to truth values). Examples of these three kinds of NPs
are given in (27). Český premiér ‘the Czech Prime Minister’ in (27a) refers to a particular
entity (at a given temporal index, such as now) and thus counts as referential. The NP dobrá
hráčka pokeru ‘a good poker player’ in (27b) does not refer to a particular entity. Instead,
it characterizes the set of good poker players and Alice is claimed to be a member of that
set. Finally, nejméně pět osob ‘at least five people’ in (27c) does neither of the two above.
It characterizes the set of properties that at least five people have and the sentence is true if
being missing is a member of that set of properties.

(27) a. [NP Český
Czech

premiér]
prime.minister

přijel
arrived

včas.
in.time

referential

‘The Czech Prime Minister arrived in time.’

b. Alice
Alice

je
is

[NP dobrá
good

hráčka
player

pokeru].
poker.gen

predicative

‘Alice is a good poker player.’

c. [NP Nejméně
at.least

pět
five

osob]
people

se
refl

pohřešuje.
miss

quantificational

‘At least five people are missing.’

The examples above show that, canonically, referential and quantificational NPs are argu-
ments, and predicative NPs are parts of copular predicates. However, a line between refer-
ential and non-referential NPs is sometimes drawn also within argumental uses of NPs. The
sentence in (28) is ambiguous, which is brought out by the continuations in (a) and (b). On
a referential reading of nějakou Francouzkou ‘a Frenchwoman’, the NP refers to a particular
Frenchwoman, called Madelaine, as we learn from (28a). On a non-referential reading, the
NP does not refer to a particular Frenchwoman. The sentence is true if Ben wants to marry
a Frenchwoman, without even knowing one yet, as is made clear by (28b). The two types of
indefinite NPs below are often referred to as specific and non-specific, respectively.

(28) Ben
Ben

se
refl

chce
wants

oženit
marry

s
with

[NP nějakou
some

Francouzkou].
Frenchwoman

‘Ben wants to marry a Frenchwoman.’

a. Jmenuje
call

se
refl

Madelaine.
Madelaine

specific

‘Her name is Madelaine.’

b. Ještě
still

ale
prt

ani
even.nci

žádnou
no.nci

nezná.
neg.knows

non-specific

‘But he doesn’t even know one yet.’

The term specificity is among the most complicated ones in the study of reference. There
are many different senses of the term and I cannot possibly do justice to the complexity of
the phenomenon. I refer the interested reader to the most recent survey, namely Farkas &
Brasoveanu (2020). What makes the matter even more complicated is that the specificity
contrast illustrated in (28) does not need to be accounted for in terms of referentiality. Some
analyses treat the NP in (28) as referential, independently of its specificity, and others as
non-referential (quantificational), independently of its specificity. For instance, upon the
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continuation (28b), the NP ‘some Frenchwoman’ can be understood as referential if the
denoted entity only exists in Ben’s imagination (not in reality). The specific use, brought
out by the continuation (28a), can in turn be understood as non-referential if it is analyzed
as a wide-scoping existential quantifier (there is a Frenchwoman that Ben wants to marry).
As these considerations suggest, the notion of referentiality enjoys a certain pre-theoretical
status and as such must be handled with a grain of salt. In the present habilitation, I mostly
rely on the above definition (in terms of entity denotation). Also the notion of specificity is
treated very carefully and is often avoided in favor of better defined notions.

In some chapters of this habilitation, I adopt the term (in)determinate (from Coppock
& Beaver 2015), for essentially the same concept as (non)referentiality. This term comes
very close – in both its literal and technical meaning – to the Czech určenost ‘determi-
nacy/determinedness’ (see, e.g., Hlavsa 1975: 19). Its advantage is also the departure from
another use of referentiality, one related to Donnellan’s (1966) opposition between referential
and attributive uses of definite NPs.

Before I move on, I should say a word about kind-denoting NPs, illustrated in (29).
Since Carlson (1977) it has been popular to think of kind-denoting NPs – like nosorožci
‘rhino’ – as referential. This implies the existence of kinds as abstract entities which stand
in some non-trivial correspondence to the particulars that instantiate these kinds. One of
the (many) arguments in favor of this approach is the existence of predicates which express
properties of kinds, but not of their instantiations. One such predicate is used in (29) – being
threatened by extinction can hold of a kind, not of one or more of its instantiations.29

(29) [NP Nosorožci]
rhino.sg.dat

hroźı
threaten

vyhynut́ı.
extinction

kind

‘The rhino is threatened by extinction.’

Definiteness The category of definiteness has played a major role in the study of refer-
entiality. Definiteness is primarily anchored in morphosyntax and is related to the presence
of definite or indefinite articles, such as the or a in English. We then speak of definite
or indefinite NPs if these are determined by definite or indefinite articles/determiners, re-
spectively, e.g. the/that dog vs. a/some dog.30 Over the years, it has become increasingly
common in formal semantics (and syntax) to use the terms (in)definite to refer not just to
NP form but also to NP semantics – even in the absence of overt (in)definite determiners.31

The polysemous and admittedly somewhat confusing use of the term (in)definite is probably
due to English bare plural NPs (dogs), which have no determiner, but are functionally close
to indefinite NPs.

In my own work, I initially used the broader sense of definite (definite formally and/or
in meaning; see chapter 4 [Šimı́k & Wierzba 2015] or chapter 7 [Šimı́k & Burianová 2020]),
but recently switched to the narrower – and arguably less confusing sense where definiteness
is a property of forms only (chapter 8 [Šimı́k & Demian 2020]).

The semantics of definiteness and indefiniteness represents a rich subfield – or in fact two
rich subfields – of the study of reference. Many semantic theories of definite and indefinite
NPs have been put forth, often with very different predictions. The issue is not resolved
and has recently been informed by a wealth of new cross-linguistic, corpus, and experimental
data, which present many long-standing theories with new challenges. In what follows I briefly

29Chierchia (1998) put forth a generalization of Carlson’s (1977) idea, arguing that all kinds of NPs – even
those that effectively refer to particulars – can start out their semantic lives as kinds, which can be shifted to
other types if needed.

30In the philosophical, logical, and formal-semantic traditions, it is more common to use the term definite
description rather than definite NP (see, e.g., Elbourne 2013). I use the two as synonymous.

31For instance, Dayal (2011) – a survey article on bare NPs (= NPs without overt determiners) – contains
formulations like “[. . . ] the bare NP [has] definite rather than indefinite readings.” (p. 1090)
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discuss two main types of semantic theories of definiteness – one based on uniqueness and
maximality, and the other on familiarity.32

Uniqueness and maximality Ever since Frege (1892) there has been the prominent idea
that a definite NP like the dog not only refers to a dog, but also conveys that the dog it
refers to is unique, in the sense that it is the only dog in the relevant situation.33 This
theory has nearly become the standard within formal semantics (see Elbourne 2013). Since
Sharvy (1980) and Link (1983), the uniqueness theory of singular definite NPs has been
complemented with a maximality theory of plural definite NPs. According to this theory,
the NP the dogs refers to the group containing all the dogs in the relevant situation (where
a group is a non-atomic entity). Among the major advantages of the uniqueness/maximality
theory is the fact that definite NPs successfully refer even in situations where the discourse
participants have very limited knowledge about the referent. In (30), for instance, the speaker
uses the NP the thief/thieves without having any idea who the thief/thieves was/were and
without any possibility to identify them. Apparently, in order for the definite NP to be
useable, it is sufficient to assume the existence of a thief or multiple thieves that had entered
the crime scene. If a single one is assumed, the singular definite NP refers to that single
thief (uniqueness). If multiple ones are assumed, the plural definite NP refers to all of them
(maximality).

(30) Situation: At a crime scene, where the only imaginable entrance is a ventilation
shaft.
[NP The thief/thieves] must have been very small.

Familiarity In most functionally oriented literature, definite NPs are considered to refer
to entities that are familiar to the discourse participants. This idea is usually attributed to
Christophersen (1939), but has also been popular in more recent formal approaches (see, e.g.,
Heim 1982; Roberts 2003). The concept of familiarity is intuitively clear. If (31a) is used
in a conversation between two students, for instance, the speaker assumes that the hearer is
familiar with the puzzle she refers to. Yet the concept of familiarity has proved very difficult
to define. In which sense, for instance, is the thief (are the thieves) in (30) familiar? A similar
issue is raised even by mundane examples such as (31b), where neither the speaker nor the
hearer need to be “familiar” – in any reasonable sense of the word – with the capital of
Turkmenistan. They do not need to know where it is, what it is like, or even what its name
is. Finally, there is a class of examples, represented by (31c), which seem highly problematic
for the uniqueness theory, but can be relatively easily accommodated in (a version of) the
familiarity theory. In (31c) the bracketed NP the philosopher successfully refers to the entity
introduced by another philosopher. This entity can be considered “familiar” in the sense of
just having been mentioned. At the same time, it seems hopeless to consider the entity the
unique philosopher – clearly, there is another one in the relevant situation – the agent of
asking.

(31) a. I solved [NP the puzzle] yesterday.
b. There was a terrorist attack in [NP the capital of Turkmenistan].
c. A philosopher met another philosopher and asked [NP the philosopher] a ques-

tion.

32The semantics of indefiniteness is rather peripheral to this habilitation and is, therefore, not discussed
here.

33Frege’s (1892) analysis has always competed with the one of Russell (1905), who adopted the idea of
uniqueness, but held the view (i) that uniqueness is asserted (rather than presupposed) and (ii) that definite
NPs are not referential but quantificational.
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The dilemma between uniqueness and familiarity was recently resolved in a very peaceful
way by Schwarz (2009), who argued that both theories are in fact needed, each for a different
type of definite NPs. More particularly, Schwarz provided a semantic analysis of the two
definiteness forms in German (and some Germanic dialects), illustrated in (32). He argued
that dem Haus must satisfy the familiarity condition (defined largely in terms of discourse
anaphoricity), whereas -m Haus – with a phonologically weak form of the article attached to
the preposition zu – must satisfy the uniqueness condition.

(32) a. Hans
Hans

ging
went

zu
to

dem
the

Haus.
house

strong definite article

‘Hans went to the house.’

b. Hans
Hans

ging
went

zum
to.the

Haus.
house

weak definite article

‘Hans went to the house.’

Meanwhile, Schwarz’s (2009) theory of definiteness has been successfully applied to many dif-
ferent languages and phenomena (see Schwarz 2013, 2019 for an overview). Chapter 9 [Šimı́k
2016] applies Schwarz’s (and Elbourne’s 2008) analysis to Czech demonstratives. Chapter 10
[Šimı́k to appear] puts forth an alternative analysis.

Reference in languages without articles Czech, like most other Slavic languages and
in fact many other languages in the world (Dryer 2013a,b), manages reference without the aid
of articles. The predominant view in the literature – cutting across the functional vs. formal
divide – is that articleless languages have the same expressive power as languages with
articles. That is, the meaning of definite NPs is in principle independent of definite articles;
in their absence, it is expressed by other means. This thesis was defended e.g. by Krámský
(1972), but seems to enjoy the status of received wisdom, if not a dogma. Using experimental
evidence, chapter 8 [Šimı́k & Demian 2020] sheds doubt on this dogma.

In any case, the question remains: How is reference managed in articleless languages?
Articleless languages often have rich determiner systems. While indefinite and definite de-
terminers cannot be equated with articles, they certainly play an important role in reference
management. See chapter 9 [Šimı́k 2016] and chapter 10 [Šimı́k to appear] for analyses of
Czech demonstratives. There are other ways in which the absence of articles can be made up
for – or so goes the argument at least. One example is the interaction between grammatical
aspect (perfective vs. imperfective) with the referential properties of internal arguments. In
particular, perfective verbs are sometimes claimed to trigger definite-like interpretations of
their objects (e.g. Krifka 1989).34 An important role is attributed to word order and/or
information structure. It has repeatedly been noticed that preverbal/sentence-initial/topical
bare NPs correspond to definite NPs, while postverbal/sentence-final/non-topical do not.
This last point touches upon the central hypothesis of the habilitation (2): If the relation
between information structure and semantics is a very loose one, we do not expect a strong
and systematic impact of information structure on the semantic aspects of reference. The
results presented in chapter 8 [Šimı́k & Demian 2020] are consistent with the hypothesis: we
find no evidence that information structure (topicality) affects the uniqueness or maximal-
ity inferences associated with referential bare NPs. In other words, topicality – a discourse
pragmatic notion – cannot be compared to articles – a morphosyntactic category – in its
impact on semantics. Interestingly, and apparently in contrast to what I just said, chapter 7
[Šimı́k & Burianová 2020] presents corpus evidence that referential properties of bare NPs
do depend on word order and, in fact, quite strongly so. This is in line with the common
assumption that reference is not just a matter of semantics, but also a matter of pragmatics.

34We now know that the matter is far from this simple. See Filip (1999) for a critical discussion.
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Definite-like interpretations of bare NPs can be triggered by information structure, but if
this happens, the interpretations do not arise via manipulating NP semantics, but “directly”
via pragmatics. Chapter 10 [Šimı́k to appear] puts forth a proposal of how bare NPs can
correspond to definites or indefinites without any significant manipulation of their semantics.

Situations Reference always takes place relative to some situation.35 Following Schwarz
(2009), I call the situation relative to which an NP is interpreted its resource situation.
One possible value a resource situation can have is the utterance situation. If I say The
waiter is slow, the reference of the waiter will vary together with the utterance situation.
But the resource situation of an NP does not need to be the utterance situation. If I am
planning a trip and say We will meet at 10am at the train station, there does not need to be
a railway station in the utterance situation. Clearly, what I (and my conversation partner)
have in mind is the railway station we implicitly agree on; the resource situation is part of
our common plans (which, in turn, are part of our conversational common ground). We can
call this situation the topic situation – the situation the sentence/conversation is about,
in this case our meeting the next day. During that meeting, we are located in a particular
town at a particular time in the future. The position and time are properties of the topic
situation and in that situation, there is a train station, to which I refer by the definite NP
the train station. Finally, in some cases the resource situation of an NP is not the utterance
situation, nor a topic situation, but rather a situation that is introduced as part of what is
being said. Consider the sentence Ben thinks that we are at the train station. It could be, of
course, that the train station is part of the utterance situation (or topic situation) and that
Ben thinks that we are at that train station. Imagine, however, that there is no train station
in the utterance situation (or the relevant topic situation). Ben just thinks there is one. In
that case, the train station refers to the entity which is present in Ben’s thoughts but not in
reality. In other words, verbs like think can introduce a situation of their own – a situation
compatible with what Ben thinks (and not necessarily with what is actually the case) – and
that situation can become the resource situation of the NP the train station.

Resource and topic situations and their properties are a crucial component of chapter 10
[Šimı́k to appear].

Pronominal reference I finish this survey of the core concepts of reference by saying
a few words about the reference of personal pronouns. The meaning of pronouns is known
to be highly underspecified. While the NP the Czech prime minister refers to Andrej Babǐs
(at the time of writing) and possibly to other individuals – depending on the choice of the
resource/topic situation, the reference of a pronoun like he is dependent on more than just
the choice of the reference time or situation. Consider the example Nobody showed us his
bedroom. This sentence is multiply ambiguous depending on what his refers to. The pronoun
can in principle refer to any male individual. It could, for instance, refer to the Czech prime
minister, so that the sentence would be semantically equivalent to Nobody showed us the
Czech prime minister’s bedroom. This type of pronominal reference is sometimes referred to
as free – the reference depends on something that is external to the sentence. But imagine
that our example utterance is preceded by Ben, Dave, and Paul were all very secretive. That
context makes salient an interpretation of his which is called bound. Our example will then
be true if Ben didn’t show us Ben’s bedroom, Dave didn’t show us Dave’s bedroom, and Paul
didn’t show us Paul’s bedroom. Note that this is a kind of interpretation that is not available
to something like the Czech prime minister, which is dependent on its resource situation, but
cannot depend on the individual that we “fill in” for nobody.

35I follow standard situation semantics. See Kratzer (2014) for a survey. What is discussed below builds on
the research of Musan (1997); Percus (2000); Keshet (2008); Schwarz (2009); and others.
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These considerations have led to an analysis of pronouns under which their interpretation
is dependent on the value of an index. As schematically represented in (33), different indices
on his lead to the formation of different properties (here represented by lambda terms). If
the index 2 is mapped (by the so-called variable assignment function) to the Czech prime
minister, (33a) involves the property of showing us the Czech prime minister’s bedroom. The
whole sentence is true if nobody has this property. If his is indexed by 1, however, the derived
property is showing us one’s own bedroom. On that indexing, the sentence is true if nobody
has that property, i.e., if nobody showed us his own bedroom.

(33) a. Nobody λx1 [x1 showed us his2 bedroom]. free pronoun

b. Nobody λx1 [x1 showed us his1 bedroom]. bound pronoun

In section 4 I will show, based on evidence from Kratzer (1991b), that focus exhibits a similar
behavior, which in turn motivates its indexical (pronominal) analysis. The indexical analysis
is then put to use in chapter 2 [Leffel et al. 2014].

3 Approaches to the syntax/semantics–information structure
interface

Despite the fact that the interface between syntax/semantics and information structure has
been studied intensively, relatively little consensus has been reached. Currently, there are
many different theories on the market, which coexist and are often taken for granted without
being compared to one another. The available evidence often appears to be compatible with
many different approaches. The extremely complex conceptual and terminological landscape
of information structure is an important part of the problem: if basic information structural
notions are insufficiently defined, it is easy to make claims about them without getting
committed to clear predictions.

As already suggested in section 1, I start out from what I take to be the null hypothesis,
namely that the relation between information structure and syntax/semantics is very loose.
The heuristic is then to see how far one can get in terms of empirical coverage or, in fact,
whether one can achieve better predictions than with a theory in which information structure
is closely intertwined with syntax and/or semantics.

The aim of this section is to provide a quick survey of the various theories of the
syntax/semantics–information structure interface. I start by looking at syntax; then I turn
to semantics.

3.1 Syntax–information structure

Syntax is normally assumed to have the following core properties.36 First, it creates complex
objects from simpler ones. The way this structure building proceeds is not arbitrary – it
follows a recursive procedure, incrementally building ever more complex objects from simpler
ones – morphemes are connected into words, words are connected into phrases, phrases form
clauses, clauses form sentences. In other words, syntax operates on constituents. Second,
building constituents comes with some essential syntactic relations, particularly sisterhood,
dominance, and c-command (a useful extension of the previous two). Third, constituents
belong to different categories, such as NP or VP. There is unanimous agreement that some
categories are relevant for syntax (they are “syntactic categories”) while others are not.
Noun, verb, but also preposition, case, number, tense, or mood are cross-linguistically com-
mon syntactic categories. Vowel quality, color, or weight – while categories of linguistic or

36I take much of morphology to be part of syntax; it might therefore be useful – at least for some readers –
to understand “syntax” as “morphosyntax”.
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extra-linguistic entities – are normally rarely (if ever) syntactic categories. Fourth, there are
non-trivial relations between these categories. Tense, for instance, is a category that gener-
ally requires a verb (but not conversely); case requires a noun (but not conversely). More
generally, syntactic categories are organized in a so-called functional sequence, whereby one
category may presuppose the presence of another.

If information structure is related to syntax, we expect information structure notions to
interact with the core syntactic properties above. It can, of course, also be the case that
information structure is related to syntax only to an extent. It could be related to some of its
properties, but not others. Below I go through the existing (and partly hypothetical) theories
of syntax–information structure interface, looking at the strength of the relation defined in
terms of the above-mentioned syntactic properties.

The discussion below is not meant to be critical in the sense that it would favor one
theory over another. I provide a very rough outline of each type of theory, along with the
core empirical arguments in their favor. For related comparative discussions – though often
arguing for one particular approach – see Fanselow (2006, 2008); Slioussar (2007); Erteschik-
Shir (2007); López (2009); Aboh (2010); Horvath (2010).

No relation What would one expect if there was no relation between syntax and infor-
mation structure? Take focus, for instance. One could take any arbitrary subpart of an
utterance – completely ignoring its syntactic structure – and communicate that alternative
denotations to that subpart are relevant for the current discourse. One such hypothetical
assignment of focus, possibly mediated by extra prosodic prominence on brother or French,
is illustrated in (34a). If the focus-sensitive particle only is included, we would expect (34b)
to be a possible intended inference of (34a).

(34) a. Ben (only) gave Celia’s [brother a French]F novel.
b. Intended inference: ‘Ben didn’t give Celia’s sister a German novel.’

It is my impression that the above focus assignment is not really possible. And – even though
normally mentioned in this way – it is probably the reason why the no-relation thesis has
rarely, if ever, been defended.

That said, there are arguments that the relation between information structure and syntax
is rather loose. As noted by Krifka (2008) and many others, focus can target subparts of
words – not just morphemes, parts of (phone) numbers, but even phonetic units.

(35) I said he’s interest[ed]F, not interest[ing]F.
(35) – Did you say 391? – No, 3[8]F1.
(35) I said [m]Fixed feelings, not [f]Fixed feelings.
(35) It’s not pronounced [Ber]Flin, it’s Ber[lin]F.

These focus assignments have a certain metalinguistic quality to them – they typically appear
in corrections of what has been said or how something was formulated. Still, they clearly
indicate that focus (and hence information structure) is not fully dependent on syntax proper.

Sensitivity to constituents Example (34) suggested that focus is a property of con-
stituents, not just linear strings of words. Indeed, string-identical structures where focus is
assigned to a constituent, illustrated in (36), seem non-problematic. Figure 3 provides the
phrase structure and F-marking for (36a), emphasized by framing for clarity.37 That tree
also makes clear why the F-marking in (34a) is not available: there is no constituent that
corresponds to brother a French.

37The structure is consistent with a broadly accepted analysis of English double object constructions, where
the verb give is represented as consisting of two verbal categories, where v expresses causation, and V the
possessive relation. See, e.g., Harley (2002); Pylkkänen (2008); Citko et al. (2017).



3. SYNTAX/SEMANTICS–INFORMATION STRUCTURE INTERFACE 29

(36) a. Ben (only) gave [Celia’s brother]F a French novel.
b. Ben (only) gave Celia’s brother [a French novel]F.

TP

NP

Ben

T1

T
[past]

vP

v

gave

VP

NPF

Celia’s brother

V1

V NP

a French novel

Figure 3: Syntactic and focus representation of (36a) (à la Jackendoff 1972)

Jackendoff’s (1972) theory exemplifies this kind of approach, as it assumes that F-markers
are assigned to syntactic constituents (at S-structure; see p. 240). It does not assume
much more than that though, which makes the relation between information structure and
syntax rather loose. A very similar assumption is made by Selkirk (1984) (dealing with focus
phonology) and Rooth (1985) (dealing with focus semantics); Rooth (1985) considered the
assumption “standard” (p. 10). This position is, however, not dominant among syntacticians,
who usually assume a tighter relationship between information structure and syntax; see
below. Yet, there is some fairly prominent syntactic work that represents and often explicitly
argues for this (kind of) position; see, for instance, Szendrői (2001, 2003); Reinhart (2006);
Fanselow (2006, 2008); Horvath (2010); Fanselow & Lenertová (2011); Struckmeier (2014,
2017). It is also the position that I assume in the present habilitation. Let us now turn to
approaches which assume a tighter relation between information structure and syntax.

Sensitivity to syntactic relations The above-mentioned theory relies on the assump-
tion that while focus can (or must) be represented in syntax – by F-marking the focused
constituent – its background does not need to be. Notice that the background to the focus
Celia’s brother is Ben gave [. . . ] a French novel. Figure 3 makes it clear that the back-
ground is not a constituent. This is, of course, just fine if we do not intend to assume that
background has some syntactic reality. Yet there are scholars who believe just that.

The idea, defended in some form in Drubig (1994), Krifka (2006), Neeleman & van de
Koot (2008), and many others, is that focus and background must be syntactic sisters.38

This implies that Figure 3 is not a syntactic representation appropriate for the encoding of
the focus–background structure. The required structure is in Figure 4, where the focus has
moved to the sister position of its background and where – therefore – not just the focus forms
a constituent, but its background does too (focus and background highlighted for clarity).
The resulting syntactic representation is the so-called LF (from “logical form”, a syntactic
concept which goes back to May 1977) – a representation which is the input to semantic (and
here also information structural) interpretation but is invisible to phonological processes.

38This formulation is only an approximation made here for the sake of illustration; individual analyses differ
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TP

NPF

Celia’s brother

TPB

NP

Ben

T1

T
[past]

vP

v

gave

VP

t V1

V NP

a French novel

Figure 4: Syntactic and focus–background representation of (36a) (à la Drubig 1994)

Another example of a theory of this kind is Kučerová’s (2007) theory of syntactic encoding
of givenness. Kučerová proposes that in Czech (and other Slavic languages; see Kučerová
2012), the clause is obligatorily divided into two parts: a given and a new part.39 The
given and the new part of the clause are not syntactic sisters; the relation is mediated by
a specialized G-operator, which takes the new part as its sister and marks everything which is
not dominated by its sister as given. The syntactic relation that the G-operator is sensitive to
is thus c-command: given constituents must be outside of its c-command domain. Figure 5 is
the representation of (37b), which is supposed to be a continuation of (37a) and where ĺızátko
‘lollipop’ is given. The configuration in Figure 5 affords the placement of the G-operator in
which its c-command domain contains no given constituent. If, on the other hand, the object
‘lollipop’ stayed in its base position (marked by t = trace, and illustrated in the infelicitous
(37c)), G could not be placed anywhere. This is what motivates the displacement of the
object. Effectively, Kučerová’s (2007) theory offers a syntactic response to the long-standing
observation that given expressions precede new ones. Chapter 4 [Šimı́k & Wierzba 2015] and
chapter 5 [Šimı́k & Wierzba 2017] test Kučerová’s (2007) predictions experimentally.

(37) a. Na
on

zemi
ground

leželo
lay

ĺızátko.
lollipop

‘There was a lollipop on the ground.’
b. ĹızátkoG

lollipop
zvedla
picked.up

Anička.
Anička

‘Anička picked up the lollipop.’
c. #Anička zvedla ĺızátkoG.

Finally, I should note that theories which approach information structure via the pred-
icative relation (e.g. Wedgwood 2003) or via quantification (e.g. Herburger 2000) also fall
into this class because both predication and quantification are crucially based on particular

in important details from what is presented here and also from one another.
39Kučerová’s (2007) concept of givenness is a more specific version of Schwarzschild’s (1999) givenness. See

chapter 4 [Šimı́k & Wierzba 2015] for a critical discussion.
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TP

NPG

lollipop

T1

G T1

T

picked.up

vP

NP

Anička

v 1

v VP

V t

Figure 5: Syntactic representation of (37b) (à la Kučerová 2007)

syntactic relations: the argument–predicate relation is a sisterhood relation; the quantifica-
tional restrictor and nucleus are the first and second argument of a quantificational element,
respectively. These theories are discussed in more detail in section 3.2.

Sensitivity to syntactic categories The above-mentioned theories require information
structure concepts to be encoded by particular syntactic relations (such as sisterhood or c-
command), but do not impose any categorial constraints: the relevant syntactic partitions
can be achieved anywhere in the structure – all that matters is the configuration (see, in
particular, Kučerová 2007 and Neeleman & van de Koot 2008 for an explicit argument to
this effect). There are theories which impose stricter requirements on the information struc-
tural syntactic partitions. Most of the theories go back to the seminal proposal of Diesing
(1992b), who put forward what she called the Mapping Hypothesis. In somewhat updated
terms, the hypothesis says that NPs dominated by the VP (or its functional equivalents, e.g.
vP or PredP) are non-presuppositional (non-specific), while NPs not dominated by the VP
are presuppositional. Example (38), taken from Diesing (1992a: 370), illustrates the empir-
ical contrast: while (38a) presupposes the existence of sharks and simply makes a generic
(admittedly somewhat uninteresting) statement about them, namely that they are visible,
(38b) is used to introduce a new discourse referent – a plurality of particular sharks which
happen to be visible. Figure 6 demonstrates the two syntactic positions which are assumed
to lead to these two interpretations: the PredP-external one to the presuppositional one and
the PredP-internal one to the non-presuppositional one (Pred is used here instead of V be-
cause we are dealing with a nonverbal predicate). The implicit assumption is that German
particles (like ja, doch) are located at the edge of VP/PredP/vP.

(38) a. . . . weil
since

Haifische
sharks

ja
prt

doch
prt

sichtbar
visible

sind.
are

‘. . . since sharks are visible.’
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b. . . . weil
since

ja
prt

doch
prt

Haifische
sharks

sichtbar
visible

sind.
are

‘. . . since there are sharks visible.’

CP

C

since

TP

xNPy

sharks

T1

PredP

Prt

ja doch

PredP

xNPy

sharks

Pred

visible

T

are

Figure 6: Syntactic representation of (38)

Although Diesing’s (1992b) concern was primarily semantic, her analysis was influential
in information structural research as well, where scholars generalized Diesing’s distinction
presupposed vs. non-presupposed to concepts such as given vs. new. Analyses of this kind
can be found in Späth (2003, 2006), Biskup (2006, 2009), López (2009), or Mykhaylyk (2011).

Having the status of syntactic features Rooth (1985) opens his discussion of how focus
is represented in syntax by the following statement:

My assumptions about the representation of focus in the grammar are standard.
That is, I assume that focus is a feature marked on syntactic phrases (cf. Jack-
endoff 1972, Selkirk 1984).

The term “feature” used by Rooth does not have a technical meaning, it is to be under-
stood simply as a certain – information structural – property of a syntactic phrase. With the
advent of Chomsky’s (1992; 1995) minimalist program, however, so-called formal features
were brought into the center of generativist theorizing. Features were conceived of as at-
tributes of syntactic categories – whether of lexical or functional nature, whose properties (val-
ues) were held responsible for triggering syntactic operations such as the structure-building
operation merge (external or internal – also known as movement) or the feature-manipulating
operation agree. This development was closely tied to the shift from representational models
of syntax (with its different levels of representation, such as D-structure, S-structure, and
LF) to derivational models, where syntax is seen as a process of deriving sentences.40 To
give a classic example, consider the contrast between English and Japanese in (39). While
English does not tolerate positioning wh-objects in their canonical (postverbal) position in

40This “process” of sentence “derivation” must not be confused with the real-time mental production (or
comprehension) of sentences, although there have been attempts to adapt minimalist theories to that (see esp.
Phillips 1996). Minimalist derivation should rather be seen as an algorithm that systematically relates form
with meaning.
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embedded interrogatives, Japanese routinely keeps its wh-objects in the canonical (preverbal)
position in such structures. Standard minimalist theories modeled this difference by resort-
ing to different properties of embedded-interrogative C(omplementizer) heads: the English C
head needs to enter into a local syntactic relation (called Spec-Head) with a wh-word, result-
ing in the displacement of the wh-object into the clause-initial position, while the Japanese
interrogative C (realized as ka) has no such requirement. This requirement is modeled as the
so-called wh-feature on the C head, which may be “strong” or “weak”.41

(39) a. John knows [CP what1 C[strong wh] Mary bought t1].

b. John-ga
John-nom

[CP Mary-ga
Mary-nom

nani-o
what-acc

katta
bought

ka[weak wh]]

q

sitteiru.
knows

‘John knows what Mary bought.’

An analogous logic is sometimes applied to word order alternations which arise due to in-
formation structure manipulations. Hungarian played a major role in this development (see
Horvath 1986; Brody 1990, 1995). Hungarian is known for placing focused objects in a prever-
bal position, although their canonical position is postverbal. This is illustrated in (40) (from
Horvath 1986: 91).42 Figure 7 provides a simplified syntactic analysis of this phenomenon,
as implemented in a feature-based theory: the object undergoes syntactic movement to the
specifier of the inflection projection (IP). The movement is motivated by the assumed [foc]
feature (akin to the [wh] feature), which is licensed in a local syntactic relation with an
F-marked constituent.

(40) a. Attila
Attila

félt
feared

a
the

földrengéstől.
earthquake.loc

‘Attila was afraid of the earthquake.’

b. Attila
Attila

a
the

földrengéstől
earthquake.loc

félt.
feared

‘It was the earthquake that Attila was afraid of.’

IP

NP

Attila

IP

NP[foc]

the earthquake

I1

I
[foc]

feared

VP

V t

Figure 7: Syntactic representation of (40b) (à la Brody 1990, 1995)

41This type of analysis is now commonly recognized as merely descriptive – it does nothing more than
describe the observed facts by the tools offered by the syntactic theory (in this case: the properties of for-
mal features). For a recent attempt to find a motivation (particularly a prosodic motivation) for wh-word
displacement, see Richards (2010).

42For an in-depth survey into syntactic focus marking that builds mainly on Hungarian data, see Szendrői
(2017).
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The feature-based approach must reconcile the apparent paradox that information struc-
ture categories target phrases (of any size), but formal features are properties of atomic
categories (such as N, V, C, etc.). The idea is, then, that a feature like [foc] starts out
as a property of an atomic syntactic category (a head) and then can “percolate” to larger
phrases. Feature percolation is assumed for comparable features (like the [wh] feature, whose
percolation gives rise to wh-phrases; see Heck 2008 for a critical discussion) and is sometimes
held responsible for phenomena such as nominal feature concord (Norris 2014). For relevant
discussion about syntactic information structural features, see Irurtzun (2006); Aboh (2010).

Having the status of syntactic categories Since 1980s, generative grammar has wit-
nessed a gradual rise of interest in so-called functional categories. It has been recognized,
for instance, that tense need not just be a feature of the verb, but a self-standing functional
category which projects its own tense phrase. Nowadays, it is normal or even standard to
see “features” like aspect, causation, definiteness, number, or case analyzed as self-standing
syntactic heads, with their own selectional properties and fixed positions in the functional
sequence. The so-called cartographic program (see Cinque & Rizzi 2010 for a recent survey)
aims at providing a detailed “map” of how functional categories are organized in a syntac-
tic hierarchy. In line with this program, Rizzi (1997) proposed that information structural
categories should be represented not just as features, but as heads – in particular Foc and
Top, whose specifiers host focused and topic constituents, respectively. The syntactic com-
plements of Foc and Top are then the background and comment, respectively. The syntactic
cartography proposed by Rizzi is provided in Figure 8 – representing the Italian sentence in
(41) (adapted from Rizzi 1997: 291).

(41) A
to

Gianni,
Gianni

questo

this

gli
him

dovrete
should.2sg

dire.
say.inf

‘You should tell this to Gianni.’

TopP

PPT

to Gianni

Top1

Top FocP
(comment)

NPF

this

Foc1

Foc ModP
(background)

Mod

Cl

him

Mod

should

VP

t V1

V

say

t

Figure 8: Syntactic representation of (41) (à la Rizzi 1997)
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The cartographic approach to information structure can be viewed as an even more re-
stricted version of the feature-based approach. While features are features of categories and
can thus in principle be features of different categories (varying with language or type of
feature), postulating information structural categories, as Rizzi (1997) did, comes with the
commitment that they have a fixed place in the clausal functional sequence. Just as T (tense)
is hierarchically above V (verb), or a determiner (D(et)) above N (noun), Foc and Top also
have their dedicated position. Rizzi (1997) argues that Foc, indeed, does have a completely
fixed position in the so-called left periphery of the clause. Top, on the other hand, is an
untypical syntactic head in that it can appear in multiple positions. The particular sequence
proposed by Rizzi is given in (42), where Force hosts complementizers (in embedded clauses)
or speech act-related information (in root clauses), Fin encodes finiteness, and Top and Foc
are “sandwiched” in between. The asterisk on Top means that it can project multiple times
(i.e., multiple topics in a single clause are available).

(42) Force ą Top* ą Foc ą Top* ą Fin ą . . .

Rizzi’s (1997) proposal has been hugely influential and has been applied to information
structural phenomena in many different languages. Yet it remains controversial and it has
been criticized as overly restrictive, whether in wrongly predicting the obligatoriness of focus
or topic movement or in their fixed placement in the clause. See, e.g., Neeleman & van de
Koot (2008) or Horvath (2010) for discussion. See also chapter 3 [Fominyam & Šimı́k 2017]
of this habilitation.

Summary The study of the syntax–information structure relation has yielded a host of
proposals – from those where the relation is very loose, to those where it is very tight. The
diagram in Figure 9 lays out the tightness of the relationship by means of a series of yes-
no questions. The more yes-answers, the tighter the relationship. My own approach falls
together with Rooth (1985); see section 4.43

Is IS sensitive to syntactic constituents?

no yes
Is IS sensitive to syntactic relations?

no
Rooth 1985

yes
Is IS sensitive to syntactic categories?

no
Kučerová 2007

yes
Is IS represented by features?

no
Diesing 1992b

yes
Is IS represented by categories?

no
Brody 1990

yes
Rizzi 1997

Figure 9: Types of theories of the syntax–information structure interface

43The diagram presupposes that categories are a special case of features, namely features which can project
their own phrases and (typically) have a fixed position in the functional sequence.
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A note on information structural syntactic levels Right before or around the advent
of generative minimalism, some researchers pondered the possibility of there being a syntac-
tic representation dedicated to the encoding of information structure. Vallduv́ı (1992), for
instance, proposed that information structure is a syntactic level on a par with D-structure,
S-structure, or LF. More particularly, he assumed that the S-structure is mapped to two
abstract levels – LF (standard since May 1977) and IS. The former is used as input to the
derivation of truth conditions, the latter is an interface to discourse pragmatics. Similar
proposals were made by Bailyn (1995) (functional form), Erteschik-Shir (1997) (focus struc-
ture), Zubizarreta (1998) (assertion structure), and, in a way, as early as in Daneš (1964b)
(utterance organization). Seen from the perspective of the above discussion, these kinds of
approaches usually align with those sensitive to syntactic relations. The extra syntactic level
is designed to encode information structural partitions (such as focus–background) by syn-
tactic relations – typically sisterhood (à la Neeleman & van de Koot 2008), at least where
this has not been achieved at S-structure. Yet, having an extra syntactic level for information
structure encoding is a relatively serious step towards integrating information structure in
the syntax and thus bears the burden of evidence from the perspective of the null hypothesis,
namely that information structure is part of (discourse) pragmatics and pragmatics interacts
with syntax loosely.

3.2 Semantics–information structure

The role of semantics is to interpret sentences and their parts – phrases, words, morphemes.
The meaning of a sentence corresponds to its truth conditions; as Wittgenstein (1922: 4.024)
put it, “To understand a proposition means to know what is the case, if it is true.” More-
over, truth conditions are derived compositionally: “One understands [the proposition] if one
understands its constituent parts.” (ibid.) Czech speakers will know that (43a) is true if
and only if David offended Ben. These truth conditions are derived from the meanings of
David, urazil, and Ben(a). Czech speakers will also know that the truth conditions of (43b)
are different, despite the same words being used. The meanings are logically independent
– (43a) can be true without (43b) being true, and conversely. This simple example shows
that morphosyntax (case, subject-/objecthood) affects truth conditions in a critical way – it
affects the way in which simple meanings are composed into more complex ones. But that is
no surprise – we know that syntax and semantics interact very closely.

(43) a. David
David.nom

urazil
offended

Bena.
Ben.acc

‘David offended Ben.’

b. Ben
Ben.nom

urazil
offended

Davida.
David.acc

‘Ben offended David.’

The last main component of semantics has to do with semantic presuppositions. Semantic pre-
suppositions are conveyed by particular expressions, such as (ne)přestal ‘(didn’t) stop(ped)’
in (44). Notice that the presence of negation affects the truth conditions of (44): if negation
is present, the sentence is true if and only if David (still) calls Ben. If it is absent, it is
true if and only if David doesn’t call Ben (anymore). Yet one part of the meaning remains
unaffected, namely the presupposition that David used to call Ben.

(44) David
David.nom

(ne-)
neg-

přestal
stopped

telefonovat
calling

Benovi.
Ben.dat

‘David didn’t stop calling Ben.’
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Now consider the pair of utterances in (45). They clearly differ in focus placement and it
is likely that (45b) involves a (contrastive) topic, which is not necessarily present in (45a)
(ultimately depending on the utterance situation and context). Despite the difference in
information structure, the two utterances have indistinguishable truth conditions: both are
true if and only if David offended Ben. Importantly, the two do not differ in presuppositions
either. While it might seem at first that (45a) presupposes that David offended somebody,
whereas (45b) presupposes that somebody offended Ben, simple context manipulations show
that these are at most pragmatic inferences, not presuppositions. For instance, (45a) can be
used as a reaction to the claim that David never offended anyone.

(45) a. David
David.nom

urazil
offended

[Bena]F.
Ben.acc

‘David offended Ben.’

b. [Bena](C)T

Ben.acc

urazil
offended

[David]F.
David.nom

‘David offended Ben.’

This informal discussion clearly suggests that there is no (direct) relation between seman-
tics and information structure. That is to be expected if information structure is part of
pragmatics and if pragmatics and semantics interact only very loosely.

The only systematic interaction between semantics and information structure has to do
with the phenomenon of association with focus. The two sentences in (46) have different
truth conditions (as evidenced by the entailments below the examples) and this is due to the
different placement of focus.

(46) a. Dave only introduced [Celia]F to Ben.
|ù Dave didn’t introduce anybody else (than Celia) to Ben.

b. Dave only introduced Celia to [Ben]F.
|ù Dave didn’t introduce Celia to anybody else (than Ben).

Despite this kind of evidence, semanticists have been hesitant in allowing semantics too much
access to information structure. The problem is that focus sensitive particles like only seem to
represent a closed and unproductive class of expressions. While there have been attempts to
treat adverbial quantifiers (such as always, usually) as focus sensitive, too (which would open
the class significantly), the general consensus among semanticists is that focus sensitivity is
a highly restricted phenomenon. Beaver & Clark (2008: 153), for instance, put forth the
contrast in (47) (building on previous observations of Rooth 1992 and von Fintel 1994),
which illustrates that always – unlike only – does not associate with focus in a direct way.

(47) a. ??People who [grow]F rice only [eat]F it.
Intended: ‘People who grow rice eat nothing but rice.’

b. People who [grow]F rice always [eat]F it.
‘Whenever people who grow rice eat, they eat rice.’

The brief discussion above, centered around the notion of focus, gives a rough impression of
how information structure and semantics are (not) related. For a recent survey of this relation
which concentrates not just on focus, but also on givenness and topicality, see Hinterwimmer
(2011). Hinterwimmer comes to the conclusion that the relation is indirect.

In the rest of this section, I give a quick overview of a few (types of) theories which
differ in the degree to which information structure is integrated in semantics (and syntax).
Again, my goal is not to evaluate these theories, but rather to provide a sense of how the
semantics–information structure interface has been implemented.
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Rooth’s (1992) pragmatic theory Rooth (1992) proposed a pragmatic theory of focus
interpretation, which is still widely adopted. The theory postulates two points of contact
between information structure and semantics: the F-marker, which gives rise to focus al-
ternatives (the focus semantic value; see section 2.1), and the abstract „ operator (called
the “squiggle”), which interprets the focus alternatives by relating them to some contextually
salient set of alternatives (C). Consider the question–answer pair in (48), where Ben’s answer
is formulated as the logical form (i.e., it includes the squiggle operator and the C variable).
As indicated in (49), the squiggle introduces the semantic presupposition (= definedness
condition) that the focus semantic value of its complement (Celia called) is a superset of
a contextually salient set of alternatives – the value of the variable C3, as provided by the
assignment function g. In (48), this presupposition is satisfied because the value of C3 is the
denotation of the wh-question, which happens to be the set of two propositions (simplifying
a bit), namely that Dave called and that Celia called. The focus semantic value is the set of
all propositions of the form x called, for any individual x. (Note that this is a formalization
of the so-called question–answer congruence.) The ordinary semantic value of Ben’s answer
is then identical to that of the squiggle’s complement – Celia called.

(48) A Who called – Dave or Celia?
B „C3

CeliaF called.

(49) J„C3
CeliaF calledKgo is defined if JCeliaF calledKf Ě gp3q; if defined, then

J„C3
CeliaF calledKgo “ λwrcalledpCeliaq inws

The association of particles with focus is then treated indirectly: the squiggle operator relates
the focus semantic value with the context, and focus sensitive particles quantify not directly
over focus alternatives, but over contextually provided alternatives – the value of C3. An
example is provided in (50).

(50) a. OnlyC3
„C3

CeliaF called.
b. @prp P gp3q ^ ppw0q “ 1Ñ p “ λwrcalledpCeliaq inwss

Rooth’s (1992) theory has undergone various refinements (including by Rooth himself; see
Rooth 1996, 2016), the most significant of which is probably the transition from association
with focus to association with question under discussion. The idea, which has its roots in
Roberts (1996) (also published as Roberts 2012) and which is, in a sense, a generalization of
Rooth’s (1992) analysis of the question–answer case, gained momentum by the publication of
Beaver & Clark (2008). The basic tenets of Rooth’s (1985; 1992) alternative semantics have
also been adopted by scholars who have attempted to get rid of F-marking in syntax and have
proposed that information structure properties are read off directly from phonological (and
possibly morphological) representations; see esp. Reinhart (1997, 2006); Szendrői (2001);
Büring (2015, 2016a).

Structured propositions (and predication-based theories) According to the struc-
tured propositions theory, the information structural partitions correspond to syntactic and
semantic partitions. This kind of theory has been proposed for modelling the topic–comment
division (Dahl 1974; Reinhart 1981) and the focus–background division (von Stechow 1982,
1991; Krifka 2001, 2006). On the syntactic side, the theory of structured propositions cor-
responds to those theories which assume sensitivity to syntactic relations. In semantics,
structured propositions are represented as ordered pairs (or more generally tuples), where
focus and background (or topic and comment) are represented as members of that ordered
set, and are sometimes complemented by another member, representing the set of alterna-
tives to the focus, as schematically demonstrated in (51). (52b) is then an example of the
representation of the utterance in (52a). As the example makes evident, the background is
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represented as a predicate and the focus as its argument. A standard proposition can thus
be derived from the structured proposition by applying the focus to its background.

(51) xbackground, focus, alternativesy

(52) a. Alice visited [Ben]F.
b. xλxλwrvisitedpAlice, xq inws,Ben, tBen, Dave, Celiauy

Structured propositions represent a more powerful instrument that Rooth’s (1992) alternative
semantics and the issue is still under debate whether the power is needed or whether it
overgenerates; the debate is mostly oriented towards the meaning of questions and their
answers – see Dekker et al. (2007); Krifka (2011); Roelofsen (2019).

The tool of structured propositions (or more generally structured meanings) was proposed
in the early days of formal semantics (e.g. Cresswell 1973) and has been used for genuinely
semantic purposes such as belief ascriptions or control (see, e.g., Chierchia 1989). From
this perspective, modelling information structure by structured propositions presupposes
a relatively tight relation between information structure and semantics.

Structured meanings are related in spirit to modern predication-based approaches to
focus (Wedgwood 2003, 2006; É. Kiss 2006).44 The only substantial difference is that the
predicate–argument relation is reversed: focus functions as the predicate and its background
as the argument. Various semantic effects of focus (mainly exhaustification, for Wedgwood,
and identification, for É. Kiss) are assumed to follow from this.

Quantification-based theories Quantification-based theories attempt to assimilate
information-structural clausal partitions to the clausal partition imposed by the mechanism
of restricted generalized quantification. In the theory of generalized quantification (Barwise
& Cooper 1981), propositions with quantifiers are divided into three basic parts: the quan-
tificational determiner or adverb, the restrictor, which restricts the domain of quantification,
and the quantificational nucleus. Two examples – one for determiner-based quantification
and another for adverbial quantification – are provided in (53). The simplified logical forms
that explicate the tripartite quantificational structure of (53) are provided in Figures 10 and
11.

(53) a. Most animals have legs.
b. Animals usually have legs.

VP

NP

Q-determiner

mostx

restrictor

x is an animal

nucleus

x has legs

Figure 10: The tripartite quantificational structure of (53a)

How is this tripartite quantificational structure exploited for purposes of information
structure? The idea is that the restrictor corresponds to the background (or possibly topic)
and the nucleus to the focus (or possibly comment). A classical empirical argument for

44By “modern” I intend to delimit these theories from the 19th century psychological school of information
structure. See section 3.
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VP

AdvP

Q-adverb

usuallyx

restrictor

x is an animal

nucleus

x has legs

Figure 11: The tripartite quantificational structure of (53b)

this position comes from the contrast in (54) (from Halliday 1970). The utterance in (54a)
is a natural way of pronouncing a warning – posted nearby an escalator – to a traveler
accompanied by a dog. The utterance conveys that it must be the case that (= quantifier) if
you are a traveler with a dog (= restrictor), you carry the dog (= nucleus). Thus, the prosody
indicates that the unstressed dogs belongs to the restrictor and the stressed be carried to the
nucleus. Uttering the sentence as in (53b) leads to a comical effect. The utterance conveys
that it must be the case that (= quantifier) if you are a traveler (= restrictor), you carry
a dog (= nucleus). Stressing dogs makes the utterance into a thetic (all-comment/all-focus)
statement and the whole statement thus functions as the nucleus.45

(54) a. Dogs must be carried.

b. Dogs must be carried.

This kind of theory of information structure – based in the core notions of structural se-
mantics – was first proposed by Partee (1992). It is also considered in Peregrin (1996).
Herburger’s (2000) monograph is by far the most worked-out version of this kind of theory,
embedded in neo-Davidsonian event semantics. Regarding the syntax–information structure
interface, quantification-based theories are sensitive to structural relations and possibly even
syntactic categories – at least to the extent that quantificational determiners or adverbs have
a dedicated syntactic category.

4 Towards an indexical theory of information structure

The hypothesis defended in this thesis is that information structure interacts with syntax
and semantics only in a very loose way. Information structural concepts are defined entirely
pragmatically. All that makes them syntactic and semantic is that the concepts are conceived
of as properties of syntactic and semantic units. Yet, so far I have assumed a fairly non-
technical syntactic/semantic treatment of focus-, givenness-, and topic-marking, relying on
pretheoretical subscripts (F, G, T) indicating the information status of constituents. What
are these subscripts? Do they have any ontological (syntactic and/or semantic) reality or
are they just notational devices? In this short section, I would like to suggest a preliminary
answer to this question.

Information structure, being part of discourse pragmatics, has a natural affinity to refer-
ence tracking. A prime example of this is the notion of givenness, which is closely related to
discourse anaphoricity. A given constituent bears a specific relation to another constituent
in previous discourse, and marking the given constituent as such is thus an instrument of
discourse coherence and effective communication. Note that it is insufficient to simply equate
givenness with discourse anaphoricity, as expressed by canonical grammatical devices such

45Restricting the quantification to travelers is a result of a pragmatic, world-knowledge-based process.
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as pronouns or definite descriptions. First, given constituents are hyperonyms (and pos-
sibly synonyms) of their antecedents; remember that the word nuts is given by virtue of
walnuts having already been mentioned (see section 2.2). Compare this with pronouns like
they or some (plus ellipsis); these expressions require identity of reference or denotation
(i.e., synonymy), hyperonymy is not sufficient. If I say I had walnuts and Mary also wanted
them/some, the expressions them/some can only denote walnuts, not nuts. Another impor-
tant difference is that while pronouns have anaphoric uses – and can generally also be used
in other ways, e.g. deictically – givenness is inherently discourse-based. In front of a stand
selling walnuts, one can say (out of the blue) I want those/some, but one can hardly say
I want walnuts, deaccenting walnuts, and hence marking them as given. The reason is that
there is no discourse antecedent for walnuts.

Despite these differences, suggesting a genuinely discourse-based nature of givenness as
opposed to pronouns, there is a clear functional overlap between givenness and pronominal
expressions. Therefore, it makes sense to make use of the technical means normally used
for pronominal reference. Pronominal reference is standardly modeled by numerical indices,
such as the index 1 on them in (55a) and a dedicated assignment function, called g, which
maps indices to referents (or other kinds of denotations). By analogy, we can take the
pretheoretical givenness-marking assumed thus far to be a special kind of indexing, cf. (55b).
This dedicated givenness index G1 is then interpreted by a dedicated assignment function,
which I refer to as γ (for givenness). The index contributes the presupposition that the
indexed (given) constituent is related to an appropriate discourse antecedent, but does not
(directly) affect the truth conditions.

(55) a. JDave loves them1K
g presupposes that gp1q is an identifiable plural referent and

denotes truth if Dave loves gp1q.

b. JDave loves nutsG1K
g,γ presupposes that γpG1q is a hyponym or synonym of

JnutsK mentioned in previous discourse and denotes truth if Dave loves nuts.

The G-index does not only impose a discourse-related condition, but can also affect the formal
realization of the indexed constituent. An example of this is the lack of stress; see section 2.2.
This theory of givenness-marking is thus compatible with the standard minimalist T-model
(or, Y-model) of grammar, in which the syntactic module produces a representation which
functions as the input to both the semantic and phonological interpretation.

Finally, the theory is consistent with the hypothesized loose relationship between informa-
tion structure and syntax/semantics. Givenness accesses syntax and semantics in the form of
an unstructured referential index assigned to virtually any syntactic constituent. The inter-
pretation of the index is technically similar to the interpretation of other indexed expressions
– particularly pronouns – but it is, at the same time, different in an important respect: the
value of the index is crucially resolved based on discourse, which is in line with givenness
being inherently discourse-based.

Is this kind of theory applicable to other information structural notions, too? Kratzer
(1991b) provides an affirmative answer for the notion of focus. Kratzer conceptualizes Jack-
endoff’s (1972) and Rooth’s (1985) F-markers as referential indices which are interpreted
by a dedicated (“distinguished” or “designated” in Kratzer’s terms) assignment function,
called by Kratzer h, which generates the set of alternatives with which we became familiar
in section 2.1. In this theory, which bears significant resemblance to Rooth’s (1992) theory
of focus interpretation, expressions have ordinary and focus semantic values. The focus se-
mantic value is derived by varying over the values of the distinguished assignment function
h, see (56b-i)/(56b-ii), and it turns out to be (mostly) equivalent with the value predicted
by Rooth (1992); cf. (56b-iii).

(56) a. JDaveF1 loves AliceKgo is true if Dave loves Alice
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b. JDaveF1 loves AliceKgf
(i) “ tJDaveF1 loves AliceKg,h : h is a distinguished assignment functionu
(ii) “ tlovespAlice, hpF1qq : h is a distinguished assignment functionu
(iii) “ tlovespAlice, xq : x is an entityu

The case where Kratzer’s (1991b) theory pays off is illustrated by the so-called Tanglewood
example in (57). The variable nature of the F-marker in this example turns out significant,
as it remains preserved in the resolution of the VP-ellipsis. The sentence is true if I went to
Tanglewood because you went to Tanglewood, and at the same time it does not hold that
I went to any other placei because you went to that placei. This variable-like behavior of
focus is captured by Kratzer’s (1991b) theory, but remains unexplained in Rooth’s (1992)
theory.

(57) I only went to TanglewoodF1 because you did.

Kratzer’s (1991b) theory has not been widely adopted, perhaps because it is, for the most
part, almost equivalent to Rooth (1992). Important and influential uses and/or further devel-
opments of this theory include Wold (1996) and Beck (2006). For a recent reconsideration of
Kratzer’s (1991b) original argument, see Erlewine & Kotek (2018) and Bassi & Longenbaugh
(2020).

This habilitation contains a chapter, namely chapter 2 [Leffel et al. 2014], which argues for
Kratzer’s (1991b) indexical theory of focus based on morphological evidence. In particular,
it shows how focus in the Bantu language Basaá is in some cases accompanied by pronominal
morphology. A similar point can be made based on evidence from Czech pronouns. As
observed already by Sgall (1967), the strong form of pronouns is reserved for contrastive
(focused/contrastively topicalized) uses of pronouns. Consider (58), where (58a), using the
clitic form of the pronoun, is compatible with all-focus structure, but (58b), using the strong
pronominal form, entails focus on the pronoun.

(58) a. [Pozvala
invited

jsem
aux.pst.1sg

ho.]F
him.cl

‘I invited him.’

b. Pozvala
invited

jsem
aux.pst.1sg

jehoF.

him.str
‘I invited him.’

Using Kratzer’s (1991b) theory, we can interpret the strong pronoun jeho composition-
ally: while ho contributes the standard pronominal variable, the prefix je- (diachronically
a pronominal element, too) contributes the variable dedicated to focus interpretation, as
schematized in (59).

(59) je-F3ho5

I will leave the technical implementation of (contrastive) topic open. However, I should
point out that there is tentative evidence that (contrastive) topics could be conceptualized
in terms of indexed expressions, too. One such piece of evidence comes from clitic doubling,
well-known from Romance and Balkan languages, whereby topics, esp. left-dislocated top-
ics are obligatorily doubled by a pronominal clitic. This pronominal element could be yet
another example of overt morphological expression of information structural properties of
constituents.

To summarize, in this section I have sketched a theory of the information structure–
syntax/semantics interface which is compatible with my hypothesis that information struc-
ture has a very loose relationship with syntax/semantics. The point of contact between the
two domains is the referential index. Referential indices are – from the viewpoint of syntax
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and semantics – extremely versatile devices which constitute or modify the interpretation of
various expressions. They can attach to syntactic expressions of any category, a property
that is indirectly manifested by the wide range of types of entities that pronouns can refer to
(from human and inanimate entities, through places and times, to properties or propositions)
and often remain phonologically unrealized, as is the case with empty subjects or objects,
movement traces, but also expressions like mum, home, and many others, which are arguably
endowed with a covert index whose referential value contributes to their overall meaning. In-
formation structural indices assumed here thus represent yet another use of a very general
grammatical mechanism mediating between syntax, semantics, and pragmatics. Finally, let
me make clear that the above paragraphs should not be mistaken for a worked-out theory.
They are a mere sketch of something that could eventually become a theory – if it were prop-
erly technically implemented and supported by empirical evidence. Unfortunately, such an
endeavor would make for another book and will have to be left for another occasion. Also the
articles/chapters that follow do not constitute an argument in favor of this particular theory
of information structure (with the exception of Chapter 2 [Leffel et al. 2014]). Rather, they
constitute an argument in favor of the hypothesized loose relationship between information
structure and syntax/semantics and, while they are compatible with the overall assumptions
introduced in section 2, they remain agnostic with respect to the particular theory of the
information structure–syntax/semantics interface.

5 Chapter by chapter overview

This section provides a brief summary of each of the following chapters. The summaries
are concluded by a paragraph explicating the relation between the chapter and the core
hypothesis. All the chapters have been (or soon will be) published in refereed journals
(Chapters 4, 5, 3, 8), refereed collective volumes (Chapters 6, 7, 10), or prestigious conference
proceedings with refereed abstract submissions (Chapters 2, 9). Most of the chapters are
collaborations. I comment on my share in the collaborations in section 6.46

5.1 Chapter 2: Pronominal F-markers in Basaá

In Chapter 2 [Leffel et al. 2014] we analyze a family of cleft-like constructions in the Bantu
language Basaá, illustrated in (60). The puzzling property of some of these constructions –
particularly of (60a), (60b), and (60c) – is the presence of what we call the left-peripheral
pronoun (LP) – nyÉ ‘him’ in the examples below. This pronoun accompanies a fronted
constituent – the object HiOl below – if and only if the interpretation of the utterance involves
reference to alternatives to this constituent. In other words, the pronoun surfaces if the
fronted constituent is focused (see section 2.1) or contrastively topicalized (see section 2.3).
In addition, some of these constructions involve a resumptive pronoun (RP) (reminiscent of
Romance or Balkan clitic doubling) and some involve an affix on the left-peripheral pronoun,
whose function corresponds to the one of focus-sensitive particles (see sections 2.1 and 3.2).

(60) a. HiOl
1.H.

nyÉ

1.him
-n
-n

áalêt
2.teachers

áá-
2.sm-

b́ı-
pst2-

náNâ
invite

‘It was Hiol that the teachers invited.’ (-n-clefting: LP-n)

b. HiOl
1.H.

nyÉ

1.him
-k,
-k

áalêt
2.teachers

áá-
2.sm-

b́ı-
pst2-

náNá
invite

nyÉ

1.him
‘The teachers invited Hiol, too.’ (-k-clefting: LP-k, RP)

46The notational conventions in the chapter summaries follow the conventions used in the individual papers.
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c. HiOl
1.H.

nyÉ,
1.him

áalêt
2.teachers

áá-
2.sm-

b́ı-
pst2-

náNá
invite

nyÉ

1.him
‘Hiol, the teachers invited.’ (CT-fronting: LP, RP)

d. HiOl,
1.H.

áalêt
2.teachers

áá-
2.sm-

b́ı-
pst2-

náNá
invite

nyÉ

1.him
‘As for Hiol, the teachers invited him.’ (T-fronting: RP)

We account for these observation by exploiting an index-based theory of focus (building
on Kratzer 1991b; also see section 4), analyzing the left-peripheral pronoun as an overt
focus index (focus marker) placed on the fronted constituent. The presence of the index
thus entails the presence of alternative denotations, which can either be semantically “free”
(subject to pragmatic enrichment) or “bound” by the affix (thereby yielding a semantic –
presuppositional effect).

The Basaá left-peripheral pronoun illustrates that syntax/semantics accesses information
structure not via specific information structural categories (see section 3), but rather via an
independently existing mechanism, namely that of pronouns. Primarily, a pronoun denotes
a variable which receives a contextually salient value. In our analysis, Basaá left-peripheral
pronouns are variables too, though special kinds of variables, whose values do not contribute
to the core meaning of the proposition – the ordinary semantic value, but rather to the focus
semantic value.

5.2 Chapter 3: The morphosyntax of exhaustive focus: A view from Awing

In this paper [Fominyam & Šimı́k 2017] we investigate the role of a focus particle – ĺ@ – in
the Grassfields Bantu language Awing. Our questions concerned the morphosyntactic and
semantic nature of this particle, which at first sight always precedes the focused constituent,
as illustrated in (61). Our hypothesis was that the contribution of this particle, despite initial
appearances, is not primarily information structural.

(61) Ayafor
Ayafor

a-
sm-

yó-
f1-

ýı@
come

l@́
le

ndéF
house

ń1

with
Nkáp
money

Źı@.
his

‘It is to the house that Ayafor will come with his money.’

We first show that the particle ĺ@ is not required in contexts in which mere prosodic promi-
nence would be used in the languages of Europe. In other words, ĺ@ does not encode focus
in the sense of Rooth (1992) (see section 2.1). In fact, Awing does not encode this notion of
focus formally at all. We then show that, despite the initial appearance, the particle ĺ@ is not
adjoined to the focused constituent, but rather has a fixed position in the extended verbal
projection of Awing – being sandwiched between the category of Agr (hosting the subject
agreement marker) and Tense. The way the particle associates with the focused constituent
resembles the behavior of ‘only’ in languages like Czech or German (cf. Büring & Hartmann
2001): the constituents get “reassembled” by standard syntactic operations in such a way
that the focus ends up being the closest constituent to the particle. Importantly, the opera-
tions themselves are not intrinsically tied to information structure. They are needed in order
to give rise to the intended enriched meaning, namely a presupposition of exhaustiveness. In
other words, the role of ĺ@ is not just to encode focus, but to make a semantically stronger
claim about it.

The ostensible existence of “focus morphemes” is sometimes used as evidence for a tight
relationship between morphosyntax and information structure (see, e.g., Aboh 2004, 2010).
Our analysis of the Awing particle ĺ@, which shares some properties with the purported “focus
morphemes” in other African languages, reveals that the appearance can be deceptive. Focus
itself is not formally encoded in Awing. The contribution of the particle is not information
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structural, but rather semantic. The results are thus consistent with the loose syntax–
information structure relationship defended in this habilitation.

5.3 Chapter 4: The role of givenness, presupposition, and prosody in
Czech word order

This chapter [Šimı́k & Wierzba 2015] asks the questions of (i) what semantic notion of given-
ness is relevant for prosodic and word order phenomena in Czech and (ii) whether givenness
interacts more strongly with prosody or word order. We hypothesized that givenness is de-
fined in terms of a relation to a discourse antecedent (see section 2.2) and that the additional
assumption that given nominals must be specific (presupposing the existence of a referent),
argued for by Kučerová (2007, 2012), is too strong and should be dropped. This is the
null hypothesis, seen from the perspective of what had been argued for English, e.g. by
Schwarzschild (1999), and also from the view of information structure as being only prag-
matic. Concerning our second question, we hypothesized that givenness interacts primarily
with prosody and only secondarily with word order.

We present two acceptability rating experiments, in which we manipulate prosody, word
order, presuppositionality, and givenness. An example of an item from one of the experi-
ments is provided in (62) for illustration (boldface = sentence stress; the items were recorded
and presented auditorily). The context (“definite” vs. “indefinite”) manipulates the pre-
suppositionality of the target nominal – potkana ‘rat’ – in the target utterance. In the
“definite” context, the nominal receives a determinate reading (also: specific, definite, pre-
suppositional; see section 2.6 for discussion), while in the “indefinite” context, the very same
nominal receives an indeterminate (also: non-specific, indefinite, existential) interpretation.
Despite this semantic difference, affecting Kučerová’s (2007) stronger notion of givenness, the
nominal counts as given in the weaker sense of being extensionally identical to a contextual
antecedent. If having a proper discourse antecedent is what counts for givenness, the marked
OV order should be acceptable independently of the context. In addition, if givenness pri-
marily interacts with prosody rather than word order, the canonical VO order with a marked
prosody – stress on V (condition (62b)) – should lead to an acceptability increase relative to
the case with a canonical, clause-final prosodic prominence (condition (62c)).

(62) Definite context: ‘I don’t know how long we will tolerate this. We have to get rid of
that rat in the cellar.’
Indefinite context: ‘I don’t know what you are talking about. There have never been
rats in our cellar.’

a. No,
well

volal
called

mi
me

Jirka,
J.

že
that

prý
allegedly

právě
just

potkana
rat

objevil.
found

‘Well, Jirka called and said that he has just found the rat.’ OV
b. No, volal mi Jirka, že prý právě objevil potkana. VO
c. No, volal mi Jirka, že prý právě objevil potkana. VO
d. No, volal mi Jirka, že prý právě potkana objevil. OV

The results are in line with our hypotheses. First, it is sufficient to define givenness in terms of
discourse pragmatics. Givenness in this weaker sense has detectable effects on form. Second,
this weaker notion of givenness interacts primarily with prosody; word order alternations are
driven by prosodic optimization. Finally, an additional finding is that presuppositionality –
independently of givenness – interacts, albeit relatively weakly, with word order.

The chapter constitutes evidence for the proposed loose syntax–information structure re-
lation. It is evident from our results that word orders which violate a given–new partition are
acceptable, as long as prosodic constraints are satisfied. A given–new partition – and thereby
a configurational syntactic encoding (see section 3) – therefore turns out unnecessary, or in
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fact too strong in that it rules out acceptable forms. Moreover, the results support a loose
relationship between information structure and semantics, showing that presupposition (a se-
mantic notion) is in principle independent of givenness (a discourse pragmatic notion) and
that the effects of the two notions are detectable independently of one another.

5.4 Chapter 5: Expression of information structure in West Slavic

In this chapter [Šimı́k & Wierzba 2017] we ask whether information structure – mainly
givenness (section 2.2), but also focus (section 2.1) – is expressed by prosodic or by word
order means in three West Slavic languages – Czech, Slovak, and Polish. Our hypothesis is
that the prosodic expression of information structure is primary.

In order to test the hypothesis, we devised a series of acceptability rating experiments
(in three language mutations) manipulating givenness, focus, prosody, and word order. An
example of a Czech version of an experimental item from one of the experiments is provided
in (63) (boldface = sentence stress; the items were recorded and presented auditorily). In
this experiment we manipulated the position of the direct object, which was given, relative
to three other constituents – the subject, the verb, and a prepositional phrase, of which all
were new, except for the subject, which was either given or new, depending on the context.
If given elements are required to precede new ones, as configurational theories of givenness
would predict (see section 3), condition (63d) should be more acceptable than any other one
if the subject was new, and (63c) or (63d) should be more acceptable than the others if
the subject was given. If, on the other hand, givenness is expressed by the lack of sentence
stress, all conditions except for (63a) should be acceptable. The results corroborate the latter
hypothesis for all three languages, though with interesting differences among them.

(63) [Context 1: ‘Do you have an idea why Marta made a phone call?’] (S new)
[Context 2: ‘Do you have an idea why Marta called her aunt?’] (S given)

a. Protože
because

prý
allegedly

teta
aunt.nom

poveze
take

do
to

nemocnice
hospital

Martu.
Marta.acc

(S V PP O)

b. Protože prý teta poveze Martu do nemocnice. (S V O PP)
c. Protože prý teta Martu poveze do nemocnice. (S O V PP)
d. Protože prý Martu teta poveze do nemocnice. (O S V PP)

‘Because allegedly her aunt will take Marta to the hospital.’

Overall, the results of the experiments support our hypothesis that information structure is
primarily expressed prosodically in West Slavic languages, despite their free word order. The
paper is complemented by a modeling study. Factors assumed to play a role in determining the
languages’ prosody and word order are framed as violable constraints in a multiple regression
model. These constraints are canonical word order (violated when a word order other
than SVO is used), nuclear stress rule (violated when sentence stress is not placed
clause-finally), *stress given (violated when a given element carries sentence stress), and
given ă new (violated when a new constituent precedes a given constituent). In line
with our hypothesis, the modeling study reveals that the ban on stressing given expressions
plays a major role in determining the form of sentences in the three West Slavic languages.
The tendency for given expressions to precede new ones is comparatively weak and highly
inconsistent across different conditions.

The chapter constitutes cross-linguistic evidence for the proposed loose syntax–
information structure relationship: givenness (and focus) interact with prosody rather than
word order/syntax. The validity of these results is enhanced by the fact that we investigated
three languages with very free word order, in which word order has typically been assumed
to be the primary mode of expressing information structure.
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5.5 Chapter 6: Stress shift, focus, and givenness in Czech

In this chapter [Groeben et al. 2017] we ask how prosodic prominence is distributed in Czech
sentences involving focus and givenness manipulations. The main hypothesis is that focus
and givenness are independent and that their prosodic effects can be distinguished from each
other. Consider example (64), in which Jiř́ıho carries sentence stress. This non-canonical
(i.e., non-final) stress placement can be motivated in two ways: either Jiř́ıho is focused or
k odchodu ‘to leave’ is given. In the former case, Jiř́ıho is stressed in order to satisfy the
requirement for focus to bear stress; in the latter case, Jiř́ıho is stressed in order to avoid the
violation of the requirement for given elements not to bear stress. Notice that in the latter
case, Jiř́ıho need not be focused; in fact, we have manipulated the context in such a way that
the whole sentence is interpreted as focus. The stress shift thus occurs within focus, rather
than to focus.

(64) Marie
Marie.nom

přiměla
convinced

Jǐŕıho
Jǐŕı.acc

k
to

odchodu.
leaving

‘Marie convinced Jǐŕı to leave.’

We propose a refinement of the standard stress–focus correspondence, which we call Stress
Focus Rightmost.

(65) Stress Focus Rightmost (SFR)
Sentence stress is realized on the rightmost element of the focus of the sentence.

If this constraint captures the distribution of prosody in Czech clauses, it makes the prediction
that stress shifts more easily to focus than within focus. In consequence, (64) should exhibit
a difference in acceptability depending on whether the stress shift is motivated by focus
(higher acceptability) or by givenness (lower acceptability).

We present an experiment that tests the hypothesis. The results partly support it and
partly remain inconclusive.

This paper does not directly test the main hypothesis of this habilitation. Rather, it works
with the assumption that information structure primarily interacts with prosody (rather than
syntax) and attempts to refine the exact correspondences between information structural
categories and their prosodic realizations. It also contributes to the discussion of whether
focus and givenness are reducible to a single notion (see section 2.4).

5.6 Chapter 7: Definiteness of bare NPs as a function of clausal position

In this paper [Šimı́k & Burianová 2020] we ask the question how the position of a bare
(determinerless) NP within a clause interacts with its referentiality. Our starting point is the
traditional observation that clause-initial bare NPs tend to correspond to definite NPs and
clause-final ones to indefinite ones.47 See the illustration in (66).

(66) a. Na
on

stole
table

je
is

kniha.
book

‘There is a book on the table.’

b. Kniha
book

je
is

na
on

stole.
table

‘The book is on the table.’ [Cz; Krámský 1972: 42]

There are many different ways in which this kind of observation has been built into theories
of the word order–referentiality interface. According to one popular theory, the definite-like

47In this paper, we understand “definiteness” primarily as a semantic notion – what would probably better
be called “determinacy” or “referentiality”. See section 2.6 for discussion.
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interpretation of a clause-initial bare NP is due to its topicality (see section 2.3), as topics –
or more particularly aboutness topics – are considered to imply a referential status. Thus,
while a bare NP can in principle correspond to a definite or an indefinite NP, it is interpreted
as definite if it is topical. In a different class of theories, the relevant factor is not topicality
(typically conveyed by clause-initiality), but rather presuppositionality (specificity), whereby
a presuppositional interpretation amounts to definiteness in the case of bare NPs. What is
important is that presuppositionality is conveyed not by the NP’s absolute position in the
clause (clause-initiality), but rather by its relative position to the verb: preverbal bare NPs
are presuppositional, postverbal ones are not (see the discussion of Diesing’s 1992b mapping
hypothesis in section 3.1).

We tested these and other predictions in a corpus study. We annotated over 300 instances
of Czech bare NPs for relevant formal factors (esp. position, but also number, function, etc.)
and semantic interpretation (definite vs. indefinite). We found there to be a very strong cor-
relation between definiteness and clause-initiality, but no correlation between definiteness and
preverbality. As a result, our study supports the topic-based approach to NP referentiality.

The strong correlation between definiteness and clausal position – possibly a proxy for
topicality – is at first sight problematic for the hypothesis of this habilitation, namely that the
relation between information structure (here: topic) and interpretation (here: definiteness)
is very loose. The problem is, I believe, that referentiality has both semantic and pragmatic
aspects. In order for bare NPs to be used as definite NPs (pragmatics), they do not need
to have the meanings of definite NPs (semantics). It is possible that the denotation of bare
NPs remains unaffected by its information status; it just must be general enough to afford
both definite and indefinite uses. This view would in turn be compatible with the envisioned
loose relationship between information structure and semantics. Chapter 8 looks more closely
at the relationship and concludes that, indeed, a tight relationship between topicality and
definiteness is not warranted.

5.7 Chapter 8: Definiteness, uniqueness, and maximality in lgs. with and
without articles

In this chapter [Šimı́k & Demian 2020] we ask the question if bare (= determinerless) NPs in
languages without articles can ever convey the same meaning as definite NPs do in languages
with articles. The traditional claim is that they can: articleless languages just use different
means than articles to convey the meaning, such as word order, prosody, grammatical aspect,
case-marking, or grammatical number. These kinds of formal devices are called definiteness
correlates in our paper. We contrast this traditional assumption with the idea that the lack
of definite articles indicates the lack of definiteness-related meaning (Heim 2011). We test the
hypotheses experimentally by manipulating definiteness in German and three kinds of defi-
niteness correlates in Russian: word order, prosody, and grammatical number. An example
of a subset of the manipulations is below: the definiteness manipulation in German (67) is
correlated with the word order manipulation in Russian (68), where word order is considered
a proxy for topicality. The experimental utterances were accompanied by pictures in which
the uniqueness (or maximality for plurals) of the reference of the target nominal (die/eine
Lokomotive, vagon) was manipulated and the participants were asked to judge the utterance–
picture correspondence, using the so-called covered box paradigm (e.g. Pearson et al. 2011).
We expected a relatively lower utterance–picture correspondence between utterances with
definiteness (correlates) and pictures in which uniqueness is violated.

(67) Die
the

Lokomotive
locomotive

musste
had.to

anhalten.
stop.inf

‘The locomotive had to stop.’
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a. Der
the

Waggon
carriage

hat
has

sich
refl

abgekoppelt.
disconnected

‘The carriage got disconnected.’
b. Ein

a
Waggon
carriage

hat
has

sich
refl

abgekoppelt.
disconnected

‘A carriage got disconnected.’

(68) Lokomotiv
locomotive

dolžen
necessary

byl
was

ostanovit’sja.
stop.inf.refl

‘The locomotive had to stop.’

a. Vagon
carriage.nom

otcepilsja.
disconnected.refl

Hypothesis: ‘The carriage got disconnected.’
b. Otcepilsja

disconnected.refl
vagon.
carriage.nom

Hypothesis: ‘A carriage got disconnected.’

The results confirm the expectation for German, but not for any of the definiteness corre-
lates in Russian. In other words, while German definite articles convey the uniqueness (or
maximality) of reference, we found no evidence that topicality (expressed, e.g., by word or-
der) does so. Our interpretation of the result is that while definiteness in languages with
articles and word order (topicality) in languages without articles can be in functional (prag-
matic) correspondence, possibly reflected in usage tendencies (cf. Šimı́k & Burianová 2020
[chapter 7]), there is no semantic match between the two strategies.

The results of our experiment are in line with the hypothesis that the relation between
information structure and semantics is very loose. In particular, the fact that a referential
nominal phrase is topical does not yet mean that this pragmatic function has consequences
for semantics, particularly uniqueness (or maximality) presuppositions. And indeed, we have
found no evidence for such a semantic effect.

5.8 Chapter 9: On pragmatic demonstratives: The case of pragmatic dis-
course anaphora in Czech

In this paper [Šimı́k 2016] I propose a syntactic, semantic, and pragmatic analysis of nominal
phrases modified by what I call pragmatic demonstratives. A pragmatic demonstrative is
defined as a demonstrative which has no impact on the semantics of the nominal phrase
it modifies (the semantics is constant, irrespective of the presence/absence of the demon-
strative); it only has a pragmatic effect. Pragmatic demonstratives come in different flavors,
including so-called affective demonstratives (a term coined by Liberman 2008), illustrated for
Czech in (69a), or by what I call pragmatic discourse anaphoric demonstratives, illustrated
in (69b).

(69) a. Ten
dem

náš
our

tat́ınek
dad

nějak
somehow

stárne.
gets.old

(Mathesius 1926: 40)

‘Our dad is getting old [and we feel affectionate about him].’
b. Źıtra

tomorrow
přece
prt

jedu
go.1sg

do
to

té
dem

Prahy.
Praha

‘I’m going to Prague tomorrow [and I recently told you that].’

I argue that there is a systematic way in which pragmatic demonstratives can be related
to canonical (semantic) demonstratives and in particular to the analyses of Elbourne (2008)
and Schwarz (2009). These analyses work with the assumption that demonstrative descrip-
tions constitute a superset of definite descriptions. That is, they are definites, but with an
additional piece of meaning: a relation between the core definite and another – typically
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contextually or situationally determined referent. In canonical demonstratives, the referent
is either present in the context, which gives rise to an anaphoric reading, or in the utterance
situation, which gives rise to a deictic reading. The thesis I defend in this paper is that
pragmatic demonstratives lack the definiteness core and all they do is relate the baseline
denotation of the NP (which may be referential, but also non-specific) to another discourse
entity. In the case of pragmatic discourse anaphora, illustrated in (69b), the NP refers to
Prague, and the pragmatic demonstrative indicates that this denotation relates to some pre-
vious utterance – shared between the speaker and the hearer – where Prague was the topic.

This paper does not directly address the issue of information structure–syntax/semantics
relation. However, it aims to contribute to the understanding of the interface between se-
mantics and discourse pragmatics. In line with the overall hypothesis and loosely also with
the indexical theory of information structure (section 4), it defends the idea that semantics
accesses pragmatics via unstructured indices which get their value from the context or extra-
linguistic situation. In the case of pragmatic demonstratives, the index is of a relational type
and implies a relationship between the core NP denotation and a linguistic or extra-linguistic
object.

5.9 Chapter 10: Inherent vs. accidental uniqueness in bare and demon-
strative nominals

This paper [Šimı́k to appear] investigates the competition of bare (determinerless) vs. demon-
strative nominal phrases in referential, but non-anaphoric and non-deictic uses. It is com-
monly assumed that non-deictic reference to situationally unique objects is achieved by the
use of bare NPs in languages without articles (Běličová & Uhĺı̌rová 1996). An example of
that is using premiér ‘the prime minister’ when it is clear from the utterance situation what
country is being implied. However, there are some instances where the demonstrative is
preferred. Consider the situation in (70). In that situation it is more natural to use the
demonstrative to refer to the book (utterance B2). Interestingly, a bare NP is used to refer
to the computer (utterance B1). This contrast holds despite the fact that both objects are
referentially unique.

(70) Situation: Two student assistants A and B are at their shared workdesk, which they
share with other student assistants and where there’s a computer and a couple of
other things, including a book (it doesn’t really matter to whom the book belongs).
A is looking for a pencil, B says:

B1 Nějaká
some

tužka
pencil

je
is

vedle
next.to

{poč́ıtače
computer

/ #toho
dem

poč́ıtače}.
computer

‘There’s a pencil next to the computer.’

B2 Nějaká
some

tužka
pencil

je
is

vedle
next.to

{té
dem

kńıžky
book

/ #kńıžky}.
book

‘There’s a pencil next to the book.’

I argue that the contrast needed to distinguish between the two cases above is one of inherent
vs. accidental uniqueness. Intuitively, it is always the case that there is a single computer
at the shared workdesk of A and B; that is, the uniqueness of the computer is an inherent
property of the workdesk situation. In contrast, it is not always the case that there is a single
book at the workdesk; the uniqueness of the book is an accidental property of the particular
situation described in (70). The claim is that inherent uniqueness is conveyed by bare NPs
and accidental uniqueness by NPs with demonstratives.

This paper does not directly address the issue of the relation between information struc-
ture and syntax/semantics. However, it crucially exploits the notion of the topic situation –
the situation that an utterance (or even clause) is about (see section 2.6) – and investigates
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how its properties influence the choice of referring expressions. The topic situation is mod-
eled as a variable whose reference is determined pragmatically. Once again, pragmatics and
syntax/semantics are in no intimate relationship. Their relation is mediated by unstructured
referential indices.

6 Contributions in collaborations

Seven out of the nine chapters included in this habilitation are collaborations. In all of these
collaborations, I had a leading role in that I formulated the research questions, hypothe-
ses, and provided the theoretical background. My and my coauthors’ contributions to the
collaborative chapters is described in more detail below.

Chapter 2 (Leffel, Šimı́k, and Wierzba 2014)

The order of the authors is alphabetical.

Timothy Leffel Radek Šimı́k Marta Wierzba

Research initiator ✓ ✓

Research questions ✓ ✓ ✓

Core hypothesis ✓

Fieldwork ✓ ✓ ✓

Analysis ✓ ✓ ✓

Writing (primary) ✓

Writing ✓ ✓

Chapter 3 (Fominyam & Šimı́k 2017)

The order of the authors is alphabetical.

Henry Fominyam Radek Šimı́k

Research initiator ✓ ✓

Research questions ✓ ✓

Theoretical background ✓

Core hypothesis ✓

Primary Awing consultant ✓

Primary fieldwork ✓ ✓

Fieldwork with other Awing consultants ✓

Analysis ✓ ✓

Writing ✓

Chapter 4 (Šimı́k & Wierzba 2015)

The order of the authors is alphabetical.
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Radek Šimı́k Marta Wierzba

Research initiator ✓

Research questions ✓

Theoretical background ✓

Core hypothesis ✓

Experimental design ✓ ✓

Experiment preparation ✓ ✓

Experiment administration ✓ ✓

Statistical evaluation of results ✓

Interpretation of results (discussion) ✓ ✓

Writing ✓ ✓

Chapter 6 (Groeben, Šimı́k, and Kügler 2017)

The order of the authors reflects the amount of contribution.

Lena Groeben Radek Šimı́k Frank Kügler

Research initiator ✓ ✓

Research questions ✓ ✓

Theoretical background ✓ ✓

Core hypothesis ✓

Experimental design ✓ ✓ ✓

Experiment preparation ✓ ✓

Experiment administration ✓

Statistical evaluation of results ✓ ✓

Interpretation of results (discussion) ✓ ✓ ✓

Writing (primary) ✓

Writing ✓

Chapter 5 (Šimı́k & Wierzba 2017)

The order of the authors is alphabetical.

Radek Šimı́k Marta Wierzba

Research initiator ✓ ✓

Research questions ✓

Theoretical background ✓ ✓

Core hypotheses ✓ ✓

Experimental design ✓ ✓

Experiment preparation ✓ ✓

Experiment administration ✓ ✓

Statistical evaluation of results ✓

Statistical modeling of results ✓

Interpretation of results (discussion) ✓ ✓

Writing ✓ ✓

Chapter 7 (Šimı́k & Burianová 2020)

The order of the authors reflects the amount of contribution.
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Radek Šimı́k Markéta Burianová

Research initiator ✓

Research questions ✓

Theoretical background ✓

Core hypothesis ✓

Corpus study design ✓ ✓

Corpus search and sample creation ✓

Corpus annotation (primary) ✓

Corpus annotation (secondary) ✓

Statistical evaluation of results ✓

Interpretation of results (discussion) ✓

Writing ✓

Chapter 8 (Šimı́k & Demian 2020)

The order of the authors reflects the amount of contribution.

Radek Šimı́k Christoph Demian

Research initiator ✓

Research questions ✓

Theoretical background ✓

Core hypotheses ✓

Experimental design ✓ ✓

Experiment preparation ✓ ✓

Experiment administration ✓ ✓

Statistical evaluation of results ✓

Interpretation of results (discussion) ✓

Writing ✓



Chapter 11

Conclusion

I started this habilitation by asking the question in (1) and offering the hypothesis (2) in
response.

(1) What is the relation between information structure and syntax/semantics?

(2) Information structure and syntax/semantics are related only very loosely.

After providing a thorough background on information structure and reference in chapter 1,
I approached the core question and hypothesis from various angles in the subsequent chapters.
I have considered different grammatical levels – morphology, syntax, prosody, semantics,
and pragmatics, different languages and language families – Slavic (Czech, Slovak, Polish,
Russian), Germanic (German, English), Bantu (Basaá), and Grassfields Bantu (Awing),
different empirical phenomena – word order and prosodic alternations, particles, cleft-like
constructions, definite descriptions, bare nominals, and demonstratives, and, finally, different
information structural notions – givenness, focus, and topic.

The working hypothesis, a specification of (2) presented in section 4 of chapter 1, has
been that the relation between information structure and syntax/semantics is mediated by
reference – a notion that is inherently tied to the interface between syntax/semantics and
pragmatics. Reference has traditionally been modeled in syntax and semantics by so-called
referential indices. From the perspective of semantics, a referential index is a variable which
can take up different values, often depending on pragmatic factors (and thus factors external
to syntax and semantics). Information structure – by hypothesis a part of discourse prag-
matics – can then exploit this general mechanism for accessing syntax/semantics, without
introducing specific categorical or structural constraints or restrictions.

The papers included in this habilitation reach the following specific conclusions, providing
support to the general hypothesis (2) and partly to the specific working hypothesis.

• The morphological realization of focus in Basaá coincides with pronominal morphology,
providing evidence for a reference-based approach to information structure (chapter 2
[Leffel et al. 2014]).

• The so-called “focus morpheme” in Awing contributes not to information structure,
but to semantics (chapter 3 [Fominyam & Šimı́k 2017]).

• Givenness and focus are primarily expressed prosodically in Slavic languages. Word or-
der alternations are the result of optimization for prosodic (not information structural)
purposes (chapter 4 [Šimı́k & Wierzba 2015], chapter 5 [Šimı́k & Wierzba 2017], and
chapter 6 [Groeben et al. 2017]).

• The referential status of a bare (determinerless) noun phrase (in an articleless lan-
guage) strongly correlates with its position in the clause, an observation which can

281
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be attributed to information structure (chapter 7 [Šimı́k & Burianová 2020]). At the
same time, however, no evidence has been found for the hypothesis that clause-initial
(topical) bare noun phrases in articleless languages have the same semantics as definite
descriptions in languages with articles (chapter 8 [Šimı́k & Demian 2020]).

• The semantics of bare and demonstrative noun phrases involves different kinds of covert
indices (variables), such as the topic situation, which co-determine the reference of the
noun phrases and anchor it in the discourse. This is yet another example of how
semantics communicates with pragmatics via referential indices (chapter 9 [Šimı́k 2016]
and chapter 10 [Šimı́k to appear]).

Despite decades of research into information structure and its interactions with grammar,
to which this habilitation contributes, there is still much to be discovered and understood.
A lot of research on information structure has been, in my view, difficult to build on because
of imprecise definitions of the core concepts. Concept vagueness then leads to the absence of
precise predictions. In this habilitation, I have subscribed to a tradition which values concept
precision. A negative side effect is a relatively narrow scope of the phenomena that fall under
the relevant definitions. On the other hand, the notions used here facilitate the formulation
of predictions which are testable not just by traditional “armchair” methods or exploratory
empirical studies but also by hypothesis-driven quantitative experiments and corpus studies.

My hope is that the papers contained in this habilitation provide fertile grounds for further
investigations – whether theoretical or empirical. Let me close by giving a few examples.
Many languages of the world possess particles or morphemes which – in one way or another
– interact with information structure phenomena and which have been claimed to encode
focus, topic, or other information structural categories. Each one of these raises the question
of what its exact contribution is, and whether the postulated link to information structure is
as direct as claimed. The existing literature in this domain is rich, but much of it concentrates
on syntax and is lacking in careful semantic and pragmatic analysis. A parallel question is
raised for syntactic phenomena, putatively information structure-related syntactic movement
such as focus fronting, topicalization, and the like. Are these really directly related to, let
alone motivated by information structure? This research area has recently profited from
some trend-setting contributions (see, e.g., Horvath 2010 or Fanselow & Lenertová 2011),
which have triggered further discussion. Finally, does information structure ever provide
a substitute for semantic phenomena such as referential determinacy in noun phrases? It
has been nearly a dogma that information structure manipulations of bare noun phrases –
particularly their topicality – give rise to semantics identical to that of definite descriptions,
thus lending credence to there being a tight link between information structure and semantics.
It remains to be seen whether this dogma survives further empirical scrutiny.
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věd.
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148–149.

http://www.lingref.com/cpp/acal/37/paper1606.pdf
https://doi.org/10.1007/s11049-018-9436-x
https://doi.org/10.3765/salt.v2i0.3038
https://scholarworks.umass.edu/dissertations_2/171
http://www.linguistics.ruhr-uni-bochum.de/bla/
https://doi.org/10.5087/dad.2013.206
https://doi.org/10.1007/s10988-015-9178-8
http://eecoppock.info/semantics-boot-camp.pdf
https://doi.org/10.1016/0010-0277(79)90010-6
http://sas.ujc.cas.cz/archiv.php?lang=en&art=972
https://doi.org/10.1080/00437956.1960.11659719


292 BIBLIOGRAPHY
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Academia.

Hockett, Charles F. 1958. A course in modern linguistics. New York: McMillan.

de Hoop, Helen. 1992. Case configuration and noun phrase interpretation: University of
Groningen dissertation.

Horn, Laurence R. 1981. Exhaustiveness and the semantics of clefts. In Victoria A. Burke &
James Pustejovsky (eds.), NELS 11: Proceedings of the 11th Annual Meeting of the North
East Linguistic Society, 125–142. Amherst, MA: GLSA Publications.

Horn, Laurence R. & Barbara Abbott. 2012. xthe, ay: (In)definiteness and implicature. In
William P. Kabasenche, Michael O’Rourke & Matthew H. Slater (eds.), Reference and
referring, 325–355. Cambridge, MA: MIT Press. www.jstor.org/stable/j.ctt5vjr13.16.

Horvath, Julia. 1986. Focus in the theory of grammar and the syntax of Hungarian. Dordrecht:
Foris. https://doi.org/10.1515/9783110849165.

Horvath, Julia. 1995. Structural focus, structural case, and the notion of feature-assignment.
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Mathesius, Vilém. 1975. A functional analysis of present day English on a general linguistic
basis. The Hague: Mouton.

Matthews, Stephen & Virginia Yip. 1994. Cantonese: A comprehensive grammar. London:
Routledge.

Matushansky, Ora. 2006. Head movement in linguistic theory. Linguistic Inquiry 37(1).
69–109. http://www.jstor.org/stable/4179351.

May, Robert. 1977. The grammar of quantification. Cambridge, MA: MIT dissertation.
http://hdl.handle.net/1721.1/16287.

Migdalski, Krzysztof. 2006. The syntax of compound tenses in Slavic: Tilburg University
dissertation. http://www.lotpublications.nl/Documents/130 fulltext.pdf.

Modarresi, Fereshteh. 2014. Bare nouns in Persian: Interpretation, grammar, and prosody :
University of Ottawa and Humboldt University Berlin dissertation.
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Phillips, Colin. 1996. Order and structure. Cambridge, MA: MIT dissertation.
http://hdl.handle.net/1721.1/10666.

Portner, Paul. 2005. What is meaning? Fundamentals of formal semantics. Oxford: Black-
well.

Potts, Christopher & Florian Schwarz. 2010. Affective this. In Lin-
guistic Issues in Language Technology 3.5: Implementation of lin-
guistic analyses against data, 1–30. Stanford, CA: CSLI Publications.
http://journals.linguisticsociety.org/elanguage/lilt/article/view/664.html.

Prince, Alan & Paul Smolensky. 1993/2002. Optimality theory: Constraint interaction in
generative grammar. Technical report, Rutgers University and University of Colorado.

Prince, Ellen. 1981a. Toward a taxonomy of given-new information. In Peter Cole (ed.),
Radical pragmatics, 223–255. New York: Academic Press.

Prince, Ellen F. 1981b. On the inferencing of indefinite this NPs. In Bonnie L. Webber,
Ivan A. Sag & Aravind Joshi (eds.), Elements of discourse understanding, 231–250. Cam-
bridge: Cambridge University Press.

Pylkkänen, Liina. 2008. Introducing arguments. Cambridge, MA: MIT Press.

Quine, Willard. 1969. Ontological relativity and other essays. New York: Columbia University
Press.

R Core Team. 2017. R: A language and environment for statistical computing. Vienna: R
Foundation for Statistical Computing. https://www.r-project.org.

https://doi.org/10.3765/salt.v14i0.2908
https://doi.org/10.3765/salt.v20i0.2554
https://doi.org/10.1023/A:1011298526791
https://doi.org/10.1111/j.1467-9582.2007.00129.x
https://doi.org/10.7551/mitpress/9780262019729.001.0001
http://hdl.handle.net/1721.1/10666
http://journals.linguisticsociety.org/elanguage/lilt/article/view/664.html
https://www.r-project.org


308 BIBLIOGRAPHY

Reinhart, Tanya. 1981. Pragmatics and linguistics: An analysis of sentence topics. Philo-
sophica 27(1). 53–94. http://logica.ugent.be/philosophica/fulltexts/27-4.pdf.

Reinhart, Tanya. 1995. Interface strategies. In OTS Working Papers in Theoretical Linguis-
tics 95-002, OTS, Utrecht University.

Reinhart, Tanya. 1997. Interface economy: Focus and markedness. In Chris Wilder, Hans-
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Šimı́k, Radek & Marta Wierzba. 2017. Expression of information structure in West Slavic:
Modeling the impact of prosodic and word-order factors. Language 93(3). 671–709.
https://doi.org/10.1353/lan.2017.0040.
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