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Introduction

In the realm of Scanning Tunneling Microscopy (SPM), the magnetic ground state of a

target molecule is probed by employing a metallic tip and examining its inelastic electron

spin spectroscopy (IETS) characteristics. The magnetic probing capabilities of the SPM

can be enhanced by decorating the SPM tip with different kinds of molecules and atoms

with magnetic properties. The use of SPM tip functionalization extends beyond magnetic

characterization. A notable illustration of this technique is observed in non-contact atomic

force microscopy (nc-AFM), where CO tips are frequently employed to achieve high-

resolution atomic-scale imaging. In the context of magnetic characterization, the application

of spin-polarized SPM tips has emerged, involving the functionalization of SPM tips with

atoms or molecules to acquire magnetic information and perform IETS. However, the

reliability and reproducibility of this approach often face challenges when it comes to

determining the state of the tip after the polarization process. Within this context, the

nickelocene molecule emerges as a candidate by behaving in a controlled and reproducible

manner as the absorption process onto the tip can be meticulously managed, resulting in

highly reproducible spectra. The cyclopentadienyl rings protect the molecule from bonding

with the sample, conserving its spin as a good quantum number, facilitating electron

exchange coupling, and enabling the extraction of information from the magnetic system.

The cobaltocene molecule exhibits numerous similarities with nickelocene, except for the

spin, rendering it another compelling alternative for investigating molecular magnetism.
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During my Ph.D., I focused on mastering the SPM techniques and sample preparation

(Chapter 1). I became familiar with the state of the art regarding the utilization of

nickelocene as a magnetic sensor (Chapter 2). I also acquired knowledge about the

theoretical tools needed to analyze nickelocene’s spectrum and developed a Python script,

created by my colleagues from the theory department, to simulate the experiments. I

further analyzed some previous works with this simulation script (Chapter 2). Finally, I

utilized nickelocene to gain insights into various magnetic systems (Chapter 3).
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Chapter 1

Scanning Probe Microscopy

Scanning Probe Microscopy (SPM) is a nanoscale investigative tool whose uniqueness lies

in its capacity to not only visualize but also manipulate matter at the nanoscale. This

technique employs a microscopic probe as a sensitive detector, to explore and discern the

local properties of surfaces and interfaces with spatial precision. This thesis mainly focuses

on the Scanning Tunneling Microscope (STM) complemented with non-contact Atomic Force

Microscopy (nc-AFM) and its implementation for studying magnetic molecular systems by

Inelastic Electron Tunneling Spectroscopy (IETS).

1.1 Scanning Tunneling Microscopy (STM)

Scanning Tunneling Microscopy has been a leading technique in nanoscale investigations

since its inception in the early 1980s[1]. In essence, STM relies on the principle of quantum

tunneling, a quantum mechanical phenomenon where electrons exhibit a non-zero probability

of traversing a potential vacuum barrier that would be forbidden according to classical

mechanics [2ś4]. In the context of STM, this tunneling barrier is the vacuum gap that

separates the metallic tip from the conductive sample surface. To put this principle into
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practice, a bias voltage is applied to the sample, and the tip is brought into close proximity

to the surface. Under these conditions, electrons can tunnel through the vacuum barrier,

resulting in a measurable current, typically in the order of I ≈ 10 pA, ŕowing from the

sample to the tip or vice versa depending on the bias polarity.

Figure 1.1: Logarithmic dependance of the
current (I) and the tip-sample distance (Z) in
an STM.

The tip-sample distance and tunneling

current are closely related. A tip-sample dis-

tance approach of 100 pm corresponds to an

order of magnitude increment in the tunnel-

ing current [2]. This exponential behavior

of the tunneling current with the tip-sample

distance arises from the wavefunction of the

tunneling electrons, which undergoes expo-

nential decay when facing the őnite poten-

tial vacuum gap. This wavefunction plays a

pivotal role in determining the likelihood of

őnding the density of states on the opposite

side of the potential barrier (the sample). The solution to the time-independent Schrödinger

equation within the region deőned by the barrier serves as a foundational element for the

Bardeen tunneling theory [5]. It is employed to provide an approximate explanation for the

quantum phenomena observed in STM by modeling it as electrodes that are brought into

close proximity, enabling tunneling phenomena. When the electrodes A and B (Fig. 1.2)

are far apart, their wavefunctions satisfy the Schrodinger equation of the free electron:

iℏ
∂Ψ

∂t
=

(︃

− ℏ
2

2me

∂2

∂z2
+ U

)︃

Ψ, (1.1)

where U is the vacuum barrier potential and Ψ is the wavefunction of any of the
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Figure 1.2: The free electron wavefunctions ΨA,ΨB from the electrodes A and B exponen-
tially decay when reaching the vacuum barrier (blue) composed by the potentials UA, UB.
As the electrodes get closer reducing the vacuum gap distance d, these wavefunctions overlap
making available quantum tunneling.

electrodes. By bringing the electrodes together (Fig. 1.2), their wavefunctions ΨA,ΨB and

their potentials UA, UB merge to fulőll the Schrodinger equation of the combined system:

iℏ
∂Ψ

∂t
=

(︃

− ℏ
2

2me

∂2

∂z2
+ UA + UB

)︃

Ψ. (1.2)

The evaluation of the tunneling current involves the application of time-dependent

perturbation theory (Eq. 1.2) and is the basis of STM principle. The probability of

őnding an electron at position d on the other side of the vacuum barrier is approximately

proportional to |Ψ(d)|2 = |Ψ(0)|2T (Φ, d).

From this approach one can extract T (Φ, d), the transmission factor, which dictates the

probability of an electron tunneling event between the tip and the sample as a function

of the work function Φ and the tip-sample distance d. The work function Φ (height of

the tunneling barrier) deőnes the energy needed for an electron to abandon the solid. As

the tip and the sample usually have different work functions, the average is considered

Φ = (Φtip + Φsample)/2. The transmission factor approximates to:
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T (Φ, d) ∝ exp

(︄

−2d

√︃

2m

ℏ2
Φ

)︄

. (1.3)

The Fermi levels of the tip and the sample can be shifted by applying a bias voltage V ,

and the electrons will tunnel from the tip to the sample or the opposite way, depending on

the bias polarity. Including the bias shift, the transmission factor can be approximated as:

T (Φ, d, ϵ, V ) ∝ exp

(︄

−8dm2

ℏ

√︃

Φ +
V

2
− ϵ

)︄

. (1.4)

where ϵ is the energy relative to the Fermi energy. The tunneling current can be obtained

by integrating the solution of Eq.1.2 over all A and B states weighted by their occupation

probability, taking into to account the charge of each electron and the spin multiplicity.

Assuming cryogenic temperatures (T<10 K), KbT is smaller than the energy resolution (Kb

is the Boltzmann constant). This implies that the Fermi-Dirac distribution of the electrons

over the states f(E) = 1 + exp(E−EF

KBT
) gets closer to a step function and the tunneling

current approximates to:

I =
4πe

ℏ

∫︂ V

0

ρt(EF − V + ϵ)ρs(EF + ϵ)T (Φ, d, ϵ, V )dϵ, (1.5)

where ρt ρs are the density of states of the tip and the sample.

Following the expressions 1.5 and 1.4, we can assume that the tunneling probability is

inversely proportional to the tip-sample distance d and the tunneling barrier ϕ. Furthermore,

electrons whose energy ϵ is close to V are more likely to tunnel and contribute the most

to the tunneling current, while the current itself will be a weighted sum of all electron’s

tunnel probability depending on their energies relative to V .
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Figure 1.3: Energy diagram of an STM junction in 1D. From the initially leveled Fermi
energies at absolute zero temperature, the system evolves by applying a bias voltage V , and
a shift in energy appears between the sample and tip’s occupied states. As the electrons
have more energy, they acquire a probability to tunnel from the occupied states of the tip
to the empty states of the sample, being more likely to tunnel closer to the tip’s Fermi
energy.
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1.1.1 STM working principle

Once the tip and the sample are brought together the distance between them needs to

be controlled by adjusting the current I and the bias V to scan and extract information

from the STM. At a őxed bias, a certain tip-sample distance d (commonly referred to as

tip height in the z-direction perpendicular to the sample) corresponds to a certain current

value. The current I will strongly vary as a function of the height d and the bias V . STM

scanning is typically performed using two different modes: constant current and constant

height (Fig. 1.4) [2].

Constant current STM mode

In constant current mode, the bias V and the current I are őxed values. As the scanning

tip moves across the surface in both the horizontal (x and y) directions, a feedback system

continually adjusts the tip’s height by moving it closer to or farther away from the sample

surface aiming to keep the tunneling current between the tip and the sample at the setpoint

value. When the scanning tip encounters an atomic step or molecule on the surface and

moves laterally towards it during the scan, the tunneling current increases due to the

reduced distance between the tip and the sample. By recording the feedback signal, which

corresponds to the tip’s height d as a function of its lateral position, a map or image of the

tip’s height is generated. This image reŕects the apparent STM surface topography of the

sample at a certain bias, not the real topography, as the surface topography based solely

on constant tunneling current is a simpliőed approximation. For instance, an atom with

higher conductivity will appear taller, while the less conductive atom will require the tip to

approach closer to maintain the same tunneling current.

Before the current I is corrected by the feedback, it needs to be őltered, transformed

into a DC voltage signal, and ampliőed to enable scanning. Typical tunneling current

setpoints are usually around 1 pA to 10 nA, and for that, the Femto operational ampliőer
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Figure 1.4: The STM tip (orange) scans over the sample’s atoms (blue and yellow) in the
x,y direction at a constant bias V . When the feedback is on (closed loop), the STM keeps
the current constant at the given setpoint by retracting or approaching the tip towards the
sample in the z direction, compensating the tip-sample distance d as it scans in the x,y
plane. In the constant height mode, the feedback loop is open and the current changes as
the tip-sample distance and the conductivity of the species varies.

was utilized. The feedback loop is responsible for maintaining the setpoint tunneling current

between the tip and the sample by varying the tip-sample distance as the scanning probe

moves across the surface in the X and Y directions. The core components of the feedback

loop include the system output (the actual tunneling current), the current setpoint, and

the proportional-integral (PI) controller. Its function is to adjust the voltage applied to

the z-piezo element, which controls the tip-sample distance. In the proportional controller,

the controlling factor is directly related to the error signal Iin(t)− Iset(t), where Iin is the

16



Figure 1.5: STM diagram. The tunneling current signal is generated between the biased
tip-sample junction, then it is ampliőed and transformed into a voltage signal using a series
of op-amps. Subsequently, the signal is digitized and incorporated into the feedback loop,
where it is compared with the current setpoint. The feedback loop generates an output
signal containing information for the piezos to correct the tip-sample distance and follow
the feedback. Prior to reaching the piezo, this signal must undergo analog conversion and
ampliőcation by the high voltage ampliőer.
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input current signal, and Iset is the current setpoint. On the other hand, in the integral

controller, the controlling factor is linked to the accumulated error signal over time. Typical

proportional values range between 1-10 pm, depending on the scanning speed and the

roughness of the surface. A larger proportional constant Kp implies a quicker response since

the larger the error, the larger the compensation, acting like a low-pass őlter. However, an

excessively large proportional value will lead to instability. Larger integration constant Ki

values eliminate steady-state errors more quickly, but an excess will overshoot the current

setpoint, smearing the contrast. Common values range between 1-100 nm/s.

I(t) = Kp(Iin(t)− Iset(t)) +Ki

∫︂ t

0

(Iin(t)− Iset(t))dt (1.6)

The analog current signal coming from the junction must be transformed into a digital

signal in order to be fed to the feedback, and consequently, the feedback signal must be

transformed back again to analog and ampliőed before it actuates the piezo elements to

follow the topography (Fig. 1.5).

Constant height STM mode

In constant height mode, the tip-sample distance d remains unchanged, and the STM scans

with the feedback loop open at a speciőed bias V . It enables faster scanning since the signal

does not require integration time by the feedback and is employed for probing ŕat samples

within smaller scan frames to prevent collisions with the sample’s 3D proőle. The constant

height mode is sensitive to creep and drift effects caused by thermal and hysteresis of the

piezo components. These effects may alter the tip’s position relative to the sample over

time if the feedback does not compensate for them. Therefore, constant height mode should

be utilized under creep/drift-free conditions. This mode is also employed to determine the

frequency shift image in non-constant AFM or the conductance image in dI/dV mapping.
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1.2 Non-contact Atomic Force Microscopy (nc-AFM)

The dynamic non-contact Atomic Force Microscope (nc-AFM) relies on the force acting

between the sample and the tip when brought to close proximity [2, 6ś8]. In contrast

to STM, nc-AFM does not require a conductive substrate, offering several advantages

when probing insulators. Moreover, nc-AFM allows atomic resolution and accurate height

determination of the topography.

Figure 1.6: Representation of a cantilever oscillating on a force őeld Fts created by the
sample. The force effect shifts the resonant frequency and phase [9]

The most common nc-AFM sensors are atomically sharpened tips glued to a quartz

resonator that can provide controlled oscillations [2, 6, 7]. The physical principle that allows

nc-AFM consists of the force interaction between the tip and the sample, which has two

contributions: long and short-range interactions. The long-range interactions mainly consist

of van der Waals, electrostatic and magnetic forces extending up to several nanometers,

and the short-range interaction correspond to the Pauli repulsion and chemical bonding,

active for tip-sample distances < 1 nm. The overall force őeld can be described with the

Lennard-Jones-like potential (Fig. 1.7), where initially, the main interaction is attractive,
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Figure 1.7: Lennard-Jones potential (red dotted line) and the result of attractive and
repulsive forces on the tip (blue line) [10]. U0 is the depth of the potential well and r0
correspond to the tip sample separation where the force is zero.

followed by a balance between repulsive and attractive (minima), and őnally, the repulsive

regime is achieved at < 500 pm distance.

To sense the force őeld, the tip is attached to an oscillator (cantilever) with an amplitude

A, a resonance frequency f0, spring constant k0, and quality factor Q. When the tip interacts

with the sample, changes in the amplitude and phase are proportional to the interaction.

The force experienced by the cantilever is also proportional to the frequency shift ∆f of the

resonant frequency of the oscillator (Fig. 1.6). This relationship cna be better explained

by looking to the dynamic equation of motion of a cantilever damped by a non-linear

tip-sample force Fts [2] :

mz̈ +
mf0
Q

ż + k(z0 − zdrive −∆L) = Fts(d+ z0). (1.7)

The zero point (z0) corresponds to the position where the force Fts is compensated by

the cantilever bending δL, with the tip-sample distance being d. The relationship between

20



Figure 1.8: A Kolibri (left) and qPlus sensor (right)

tip-sample forces and the frequency shift can be obtained by assuming small amplitudes over

a weighted average of the tip-sample force Fts over an oscillation. After this simpliőcation,

one can arrive to the expression of the frequency shift [11, 12]:

∆f = f − f0 −
f0

k0A2

⟨︃

AFts(t) cos(2πf0t)

⟩︃

(1.8)

The oscillator must be kept at its resonant frequency f0 and a given amplitude A with

a feedback loop that continuously compares the oscillation frequency with the resonant

frequency to obtain the frequency shift. To perform this operation, a phase-locked-loop

(PLL) is installed[13]. It transforms the AFM signal into digital or analog as needed and

keeps the oscillator at a determined frequency and amplitude of oscillation by applying a

90-degree phased signal (resonant condition of a driven harmonic oscillator). Depending on

the kind of measurements to perform, the amplitude of oscillation must be set accordingly.

To sense on the regime where the long range forces are prevalent over the short range

forces (d> 500 pm), the amplitude must be 100-200 pm to fully capture the interaction

(∆f ≈ 10− 100 Hz), while for sensing short-range forces disregarding the long range forces

effect (d< 500 pm), the amplitude setpoint is usually 20-50 pm (∆f ≈ 5 Hz).
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Figure 1.9: nc-AFM high resolution images with a CO functionalized tip. The left image
corresponds to a polyradical hydrocarbon ring measured with a qPlus sensor, and the right
side corresponds to a graphene nanoribbon measured with a Kolibri sensor.

SPM tips can be installed in quartz oscillators to enable nc-AFM measurements as

well as STM measurements. The most common ones are the qPlus[12] and the Kolibri[14]

sensors (Fig. 1.10). In the case of the qPlus, the quartz resonator is mounted in a tuning

fork-shaped metal part where the tip is glued, having a resonant frequency f ≈ 30 kHz. In

the case of the Kolibri, the oscillation occurs in the longitudinal axis and is encapsulated by

a metal cap to protect the device in case of sputtering. It usually has a resonant frequency

of f ≈ 1 MHz[15].
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1.3 SPM tip preparation and functionalization

1.3.1 Tip preparation

The most common SPM tips are made of tungsten after electrochemical etching by the

DC drop-off method[2][16], where a tungsten wire with a diameter of 200-500 µm is

immersed in a solution containing NaOH and maintained at a positive potential relative to

a stainless steel electrode until the etched material drops off the wire, creating a very sharp

termination. Additionally, platinum-iridium tips are commonly fabricated. The SPM tips

can be macroscopically sharpened by applying FIB etching[17].

Figure 1.10: TEM image of a FIB etched
QPlus Pt-Ir tip. The width is 20 µm

A fresh tip needs to be poked onto a

metallic substrate several times under cer-

tain bias conditions to melt atoms from the

surface and get coated by them in order to

acquire its őnal microscopic sharpness. In

particular, for nc-AFM measurements, the

sharpness of the tip e.g. its radius inŕuences

the long-range electrostatic interaction of

the tip with the sample, so typically very

sharp tips have very low frequency shift (<

500 mHz) when measuring in standard scan-

ning STM conditions (100 mV, 10 pA, 50

pm amplitude)[18]. Tip shaping generally

implies approximately 1-2 nm indentations

into the metallic substrate and 5-10V pulses, both positive and negative biased, depending

on the desired tip shape.
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1.3.2 Tip functionalization

The nc-AFM can improve its resolution by attaching a carbon monoxide (CO) molecule

to the sensor’s tip (tip functionalization) [11, 12]. As the O atom does not possess free

radicals to bond with the substrate, it is a passive apex. Subsequently, the CO-passivated

tip allows close regime scanning when scanning the sample in constant height mode. The

CO bends over the topography to acquire atomic resolution from the frequency shift channel

(Fig. 1.11) [11, 12, 19]. Atomic resolution imaging becomes available with this kind of tip

functionalization [18] (Fig. 1.9). Many other atoms and molecules have been utilized to

perform nc-AFM high resolution imaging (Xe, Cl, Br, N2O) [20, 21] or probing charged

systems [22].

Figure 1.11: CO (black=C, red=O) functionalization and CO-tip bending when probing an
adatom (green).

Tip functionalization has many uses beyond nc-AFM, such as the magnetic characteri-

zation of systems by spin-polarized tips [23ś25]. When the STM tip becomes polarized,

electrons with spins aligned to the orientation of the magnetized tip are signiőcantly more

likely to tunnel through the vacuum barrier. This phenomenon is known as tunnel magne-
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Figure 1.12: Difference in current from an STM spin-polarized tip experiment. In the
parallel conőguration, the density of states of the same spin is half-őlled, and tunneling
is favorable when there is an energy shift from the őlled-up spin states to the empty-up
spin states. In the antiparallel conőguration, the polarity of the őlled and empty states is
opposite, resulting in much lower current.

toresistance [26, 27], where the tunneling current varies depending on the relative alignment

of electron spins between the tip and the sample surface. In essence, this conőguration

transforms the tip and the surface into a functional analog of a spin valve, capable of

regulating the ŕow of electrons with varying spin orientations (Fig. 1.12).

These tips are tailored by introducing atoms like Fe and Mn [24], as well as Cr [25],

imparting a form of spin selectivity when subjected to external magnetic őelds. Spin-

polarized tips are fabricated by replacing the predominant metal atoms on the STM tip

with the speciőed atomic species. Techniques such as atomic manipulation [28] or contact

with clusters of magnetic atoms on the surface [29] are employed to accomplish this STM

functionalization. The most commonly utilized functionalized tips nowadays are Fe, as they

are used to implement Electron Spin Resonance (ESR) [30]. To prepare an Fe-polarized tip,
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the most common approach is to pick up Fe atoms deposited on an MgO bilayer over an

Ag(100) substrate by pulsing 600 mV and indenting 230 pm at 100 mV at 10 pA tunneling

conditions. This ensures a single-atom pickup. To polarize the tip, 5-20 Fe atoms are

needed, as the ESR capabilities are not easily reproducible with any polarized tip. To

check the polarization, the Fe is probed on top of another Fe atom, looking for pronounced

step-like asymmetries in the dI/dV in the positive and negative branches of the spectrum.

Depending on the system and the setup, a signiőcant number of tries are necessary before

fabricating a spin-polarized tip, and its properties will differ from one another due to the

inherent randomness of the process of picking Fe atoms and creating a magnetic cluster on

the tip.
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1.4 Technical requirements of the SPM

In order to perform SPM measurements, the microscope demands very particular experi-

mental conditions and technical requirements to function, e.g. a stable and noise-free SPM

junction, ultra high vacuum (UHV) or cryogenic temperatures. Together, these foundational

elements enable the SPM to achieve its precision.

1.4.1 Ultra High Vacuum conditions

Figure 1.13: Pumping diagram of the SPM. The sample is inserted trough the load lock,
pumped to reach UHV (≈ 10−8mBar) and then transferred to the preparation chamber
(≈ 10−9mBar) to clean it and prepare the system to probe, usually by evaporating materials
by Knudsen cell. Lastly, the prepared sample is transferred to the cryogenic STM chamber
at ≈ 10−10mBar, where it can be further prepared by evaporating molecules on the cold
sample or scanned by the STM.

The utilization of an ultra-high vacuum (UHV) environment in STM is a mandatory

feature of the experimental setup. Maintaining UHV conditions within the STM chamber
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is imperative for contamination control, as very small impurities can disrupt measurements.

By eliminating air molecules and contaminants, UHV ensures that both the sample sur-

face and the scanning probe remain uncontaminated. Besides, in a vacuum, there are

fewer electron-scattering interactions, resulting in a tunneling current that is both stable

and predictable. To effectively reach UHV conditions in the STM chamber, a series of

pumps must be assambled. First, a rotary or scroll pump has to create a rough vac-

uum of ≈ 10−4mBar, then a turbomolecular pump improves it to ≈ 10−8mbar, and őnally

the ion getter pump with a titanium sublimator will bring the UHV conditions ≈ 10−10mBar.

1.4.2 Cryogenic conditions

Cryogenic temperatures are not mandatory to perform STM but are essential to achieve the

most precise measurements. This thesis focuses on low temperature SPM (LT-SPM) that

requires cryogenic conditions. Reducing the temperature to cryogenic levels, typically a few

degrees over absolute zero, minimizes thermal vibrations and motion at the atomic and

molecular scale. This reduction in thermal noise enhances the stability and precision of STM

measurements, allowing for the detection of subtle surface features and atomic structures.

Additionally, cryogenic conditions are often required to explore speciőc quantum mechanical

phenomena and unique material properties that become evident only at extremely low

temperatures. Cryogenic SPM setups incorporate specialized cooling systems, such as

nitrogen/helium cryostats (Fig. 1.14). These cooling systems enable the precise control

of temperature throughout the experiment, ensuring that the sample and the STM tip

remain at the desired cryogenic conditions. The incorporation of helium and nitrogen

shields holds paramount signiőcance, especially in the context of experiments requiring

cryogenic temperatures. The helium shield, central to cryogenic SPM conőgurations, serves

the fundamental purpose of thermal isolation. Its operation hinges on the use of liquid
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Figure 1.14: SPM Cryostat shiedls. Dark blue: Helium tank, light blue: nitrogen tank.
The SPM head is hanging by springs and connected by copper wires to the helium cryostat
to ensure insulation and thermal stability at liquid He temperature.

helium. The helium shield is an impervious barrier, protecting the SPM head and the

sample from the inŕuence of the external environment with higher temperatures. Nitrogen

shields offer an additional layer of temperature control, typically in the vicinity of liquid

nitrogen temperatures, approximately 70K. Nitrogen shields aid in mitigating thermal

ŕuctuations and play a vital role in reducing unwanted temperature-related disturbances in

the vicinity of the STM apparatus. Finally, the SPM head hangs from the He cryostat to

minimize mechanical noise, and is thermally coupled with it by copper wires.

Some atomic systems require even lower temperatures to display their most interesting

properties. A Joule-Thomson (JT) stage is a cryogenic device to cool the scanning probe

and sample to 1.2K. It operates based on the Joule-Thomson effect, where a gas is allowed

to expand adiabatically through a capillary. This expansion causes a drop in temperature,
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allowing the JT stage to reach near absolute zero temperatures just above the SPM head.

The JT stage is typically integrated into the system. A high-pressure gas, often 4He, is

supplied to the stage. The gas is forced through a small oriőce or capillary, where it

undergoes rapid expansion. As it expands, the gas cools down signiőcantly due to the

reduction in pressure. This cold gas is then directed towards the scanning probe and sample,

effectively cooling them down to the desired ultra-low temperatures, around 1K or even in

the millikelvin regime.

1.4.3 Noise management

The SPM setup is shielded from external disturbances like vibrations, temperature ŕuc-

tuations, and electromagnetic interference. Such isolation is crucial for maintaining the

reproducibility and reliability of the tip-sample distance allowing measurements in the

nanoscale. The mechanical stabilization component is achieved through the implementation

of a multi-stage damping system: a spring or eddy damping suspension and pneumatic

insulators. SPM springs act as a low-pass őlter for vibrations with frequencies lower than

the SPM’s head natural resonant frequency. By decoupling the microscope head from the

rest of the equipment, the spring system prevents vibrations or sudden movements in one

part of the setup from affecting the scanning probe and the sample being studied. The use

of eddy current is also utilized as a low-noise őlter mechanism. In this process, the Cu part

moves within a magnetic őeld, and eddy currents generated inside the conductor produce

damping forces [2]. Pneumatic legs are employed as a high-pass őlter for higher frequencies.

These legs consist of air-őlled chambers that can absorb mechanical vibrations and suppress

mechanical noise, both vertically and horizontally, by over an order of magnitude, particu-

larly for frequencies exceeding 10 Hz. When the STM system experiences vibrations, the air

in these chambers compresses, effectively dampening the oscillations and preventing them

from affecting the sensitive scanning probe. Furthermore, building vibrations, primarily
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Figure 1.15: Two-stage damping of the SPM chamber. The pneumatic legs őlter the
high-frequency noise and the springs from where the STM hangs őlter the low-frequency
noise.

noticeable in the sub-10 Hz frequency range, can stem from various external sources and

are less prominent in a building’s basement, which is the typical location for most STM.

1.4.4 Piezoelectric components

To achieve the sub-angstrom precision of the SPM motion, piezoelectric components are

employed. The tip scans on the x and y directions and approaches/retracts from the sample

on the z direction by the action of the AC electric signal that triggers the piezoelectric

components. The piezoelectric effect exhibited by certain materials, piezoceramics in

the case of the SPM, is characterized by their non-centrally symmetric crystal lattice

structure, made of polarized polycrystalline material obtained by powder sintering from

crystal ferroelectrics. When subjected to mechanical stress or pressure, these materials

undergo atomic rearrangements, causing a disruption in their electric charge distribution

and generating an electric voltage across them. Conversely, when an electric őeld is applied,

it induces mechanical deformation or strain in the material. This duality allows piezoelectric

materials to convert mechanical energy into electrical energy and vice versa in a very
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precise manner. A sudden charge of electric őeld on the piezo component will build strain

that often translates into an extra extension of the device over time until the tension is

relaxed, and is called piezoelectric creep. This must be taken into account as it will lead

to spurious tip-sample distance changes and must be compensated. The piezo elements

require 100-200V to get extended several micrometers. The digital voltage signal coming

from the feedback, usually limited to 10V, is not enough for that, so high-voltage ampliőers

are mandatory to achieve the desired piezo extension. The bandwidth of this amplifying

setup is limited by the resonant frequency of the piezo element.
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1.5 Electronic components of the SPM

The tunneling current ŕowing through the SPM junction is an analog current signal that

needs to be treated in order to be electronically transformed into an ampliőed, noise-free

digital DC signal suitable for computer software. Furthermore, besides the information

provided by the current and bias signal, the study of the conductance (see section 1.6)

requires the utilization of a lock-in ampliőer. The electronic components needed for all of

these operations play a principal role, and it is mandatory for the user to properly set them

up to perform the SPM experiments.

1.5.1 RC Filters

A őlter is a simple electronic component to isolate a certain frequency range of an AC

voltage signal to avoid electrical noise or unwanted AC components from spikes or step-like

features on the DC voltage signal that can be deconvoluted into a sum of sinusoidal waves by

Fourier analysis. A őlter is generally composed of a capacitor and a resistor, and depending

on their conőguration, the őlter will be low-pass or high-pass [31]. First, let us introduce

the voltage divider as a DC circuit that provides an output voltage with a fraction of the

amplitude of the input voltage. By Ohm’s and Kirchoff’s laws, it is straightforward to

calculate the input Vi and output Vo voltage from the circuit shown in Fig. 1.16 with the

expression Vo = Vi
R2

R1+R2

[2], it is intuitive to think that depending on the value of R1 and

R2, so if R2 is low, more signal will ŕow through the R2 branch and decrease Vi:

The same concept will be utilized to make a őlter, so the voltage will be divided as

a function of several parameters. In an AC circuit with a frequency f , a capacitor C

in series with a resistor R will oppose a voltage change and will have an impedance of

Z = R +X = R1 − i 1

2πfC
, from here it is easy to follow that Z decreases when f increases,

as a result, by swapping R2 with C in the previous circuit, we obtain a low-pass őlter. In
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Figure 1.16: Voltage divider. The input voltage Vi can be changed by tuning the resistors
R1 and R2

Figure 1.17: RC őlters.

this case, Vo will depend on R1, C, and f . Higher frequencies will allow more signal to go

through the capacitor, draining voltage from Vi and decreasing Vo. Low f signals will go

through the R1 branch with little energy losses, ignoring the C as its impedance is high for

lower f . The contrary situation will lead to a high-pass őlter. By swapping the R1 with

a C, the high f signal will őnd it easier to travel through C, so a lesser portion of the

signal will be lost through R2 (Fig. 1.17). In the same spirit, one can play with inductors

instead of capacitors as they have the inverse frequency response and will oppose a current

variation instead of a bias variation.

The proportion of signal loss after the őlter corresponds to the gain of the őlter G = Vo/Vi.
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For frequencies far from the cutoff fc, G ≈ 1 ≈ 0db. When the imaginary part of the

impedance (reactance X) becomes equal to R1, the system reach the 3db gain and encounters

the cutoff. fc = 1

2πR1C
. RC őlters have a characteristic time constant (TC), that represents

the time for a drop of 36.79% of its original value.

1.5.2 The Femto preampliőer

A Femto preampliőer [32] is an electronic device designed to amplify currents on the order

of femtoamperes (10−15A) and also transform the current signal into a bias signal, both of

them necessary to perform SPM measurements. To do so, it utilizes operational ampliőers

(op-amp) [2] [33]. The main task for an op-amp is to amplify the difference between two

input voltages V1 and V2 proportionally to a gain constant G, so the output voltage is

Vout = G(V2−V1). An op-amp will theoretically block current ŕow between the inputs (very

high input impedance) and will offer very little resistance to the current ŕowing through

it (low output impedance). The op-amp is powered by an external power supply. To

convert the tunneling current into a bias signal, one could just add a resistor and measure

the voltage drop as a function of the current; nevertheless, this operation will affect the

weak tunneling current input signal. To avoid conversion losses, an op-amp can be set to

convert the current into voltage. If the input tunneling current is connected to the inverting

terminal (-) and also connected to the output, the op-amp will act as a feedback loop, and

the output will follow the input Vin ≈ Vout. With this in mind, one can add a resistor Rf to

measure the current and control the gain, assuming that the voltage at the inverting input

(-) is a virtual ground with V = 0, and the output signal is Vout = −IRf . The minus sign

comes from the phase inversion of 180◦ that the inverting input suffers on the op-amp. This

way, the relatively weak input current signal can be converted into voltage and ampliőed

minimizing the losses.
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Figure 1.18: Femto DLPCA-200 preampliőer [32].

An ideal op-amp set in this negative feedback conőguration will have inőnite gain and

zero input current, so it will apply any output voltage necessary to keep the inputs equal.

In a real situation, the gain is limited to the power supply voltage, and it should be enough

to guarantee that the two input voltages (ground and current signal) are similar. When

more gain than the one provided by the power supply is required, the op-amp will saturate,

offering as output the maximum possible voltage. In these conditions, the op-amp cannot

amplify the signal properly. The input signal may have an AC component that must be

taken into account setting the ampliőer’s bandwidth. The tunneling current can be an

AC signal after modulating it with a lock-in to perform STS. Besides, while the overall

signal may be DC, sharp changes in the signal (peaks, step-like features) can be viewed

as a combination of sine waves at various frequencies, and the more abrupt the change,

the higher the frequency components present even though the signal itself is a step change

in the DC level. To deal with the ampliőcation of AC signals, a capacitor Cstray must be

added to obtain the current from the complex impedance. This will add another phase

shift to the tunneling current signal and also some losses due to the low-pass őlter action of

the capacitor. To avoid this, the bandwidth of the ampliőer (frequency range in which the

op-amp can work without losses) must be set accordingly. If ω is the angular frequency of

the AC signal, the output voltage will be: [2]

36



Vout =
−IRf

√︁

1 + (2πfRfCstray)2
(1.9)

The frequency at which Vout decreases by 1/
√
2 is fcut = 1/(2πRfCstray). The bandwidth

of the op-amp is the frequency range in which the current can be properly ampliőed without

losses from 0 Hz to fcut. The gain is proportional to Rf , and the bandwidth to 1/Rf .

Increasing the ampliőcation implies decreasing the bandwidth of the op-amp. The gain

bandwidth of an op-amp is interconnected with its slew rate. The slew rate represents

the maximum rate at which the op-amp can respond to a substantial change in the input

signal, while the bandwidth denotes the maximum rate of response to minor variations.

Both factors play an important role in determining the settling time of a step response and

the overall speed of the op-amp.

Figure 1.19: Different conőgurations of an op-amp. Left: voltage ampliőer. Center: DC
V/I converter, Right: AC V/I converter. The power supply terminals are not drawn.

For typical STM measurements, the ampliőer should be capable of handling tunneling

currents of 100 nA without saturation. In this case, the DLPCA-200 offers variable

transimpedance gain from 103 to 1011 V/A, which should be set accordingly, with 109 V/A

being the usual gain as it provides ampliőcation up to 10 nA without compromising the

current signal, whose setpoint will usually range between 10-100 pA. If the current goes
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above the set gain, the output will saturate offering a constant value of 10 nA, so the gain

must be lowered to 108 V/A. Any changes in gain will modify the signal’s phase (due to

the signal inversion and the capacitor), so the lock-in must be autophased again after it.
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1.6 Scanning Tunneling Spectroscopy (STS)

1.6.1 STS Working principle

While Bardeen’s theory depends on the effect of electronic and geometric properties of the

biased junction in the transmission factor T , the Tersoff-Hamann approach [34] assumes

the tip to be spherical with a radius r, and T, ρtip ≈ cte, so the current mainly depends

on the sample’s properties and the local density of states (LDOS) ρs by assuming only

s-wave functions for the tip[2][35]. At the limit of low voltage bias and near absolute zero

temperatures, we can obtain an approximate expression from equation 1.5:

dI

dV
≈ 4πe2

ℏ
ρt(0)ρs(ϵ)T (ϵ, V, d), (1.10)

and therefore:

dI

dV
∝ ρs(ϵ). (1.11)

Here, ρs corresponds to the local density of states (LDOS) of the sample near the Fermi

energy. This differential expression is known as conductance. It relates the tunneling current

and the applied bias and is proportional to the local density of states of the sample, which

is an intrinsic physical property of the object of study and provides information about its

electronic structure. By performing scanning tunneling spectroscopy (STS), one can probe

and map the LDOS at a certain energy with a high lateral resolution by differentiating the

current with respect to a speciőc bias voltage (Fig. 1.20).

The energy resolution in STS is set by the all the contributions to the tunneling current

at different energies. In the case of small voltages, the energy resolution depends on two

main effects: thermal broadening and the lock-in modulation amplitude (see Attachments).

The energy resolution is limited due to thermal broadening as the higher the temperature,
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Figure 1.20: Left: Ag(111) STM image at T = 50 K, V = −20 mV, and a setpoint current
I = 1 nA. The size is 9.5× 7 nm. Right: The surface state of a Ag(111) terrace at −63 meV.
The probing parameters were T = 5 K, V = −100 mV, I = 1 nA, and Vmod = 5 mV. [35]

the larger the broadening, and the worse the energy resolution. Abandoning the assumption

we made for equation 1.5, where the Fermi distribution was approximated as a step function,

we can obtain the dependence of the conductance with the temperature.

dI

dV
∝
∫︂ ∞

−∞

∂f(ϵ− V )

∂V
ρs(ϵ)dϵ (1.12)

Adding this thermal broadening to the average broadening caused by the lock-in

amplitude, which will oscillate in a range of 2Vmod the energy resolution (in meV) of the

STS can be estimated using this expression[2]:

∆E =
√︁

(2eVmod)2 + (0.28T )2 (1.13)

Here, T is the temperature in Kelvin, e is the electron charge unit in meV (e = 1 meV),

and Vmod is the lock-in modulation amplitude in mV. The bias offset between the tip and the

sample may also have an effect on the Local Density of States (LDOS) probed, depending

on its polarity, resulting in an asymmetry in the dI/dV signal. When using positive bias,

electrons mainly tunnel from the last occupied state of the tip to the empty states with
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Figure 1.21: Asymmetry in the STS spectra.

similar energy on the sample. The also-accessible states contribute less to the current,

providing accurate information about the conductance at the selected bias. Conversely,

when using negative bias, electrons tunnel from the last occupied state of the sample to the

empty states of the tip. In this case, the states that contribute the most to the tunneling

current are not aligned with the selected energy but with the Fermi energy of the tip. This

leads to a small contribution of the states at the desired bias and a signiőcant contribution

of the states above it, causing an increase in conductance that enhances the signal on the

negative side and misleads the STS information (Fig. 1.21).

STS spectra are typically acquired in constant-height mode over a őxed position or area

(dI/dV mapping) at a speciőc tip-sample distance. The dI/dV is recorded by incrementally

varying the bias voltage to affect the current. The measured signal results from the

differential variation of the current channel with respect to the bias. While this signal can

be acquired by numerically differentiating the current, a lock-in ampliőer is often used for

greater accuracy[34][36] (see Attachments).
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Figure 1.22: Representation of the inelastic tunneling from the biased STM junction between
the tip and a two-level magnetic molecule on the sample substrate. Left: elastic tunneling.
The electrons coming from the tip tunnel elastically as they do not have enough energy to
excite the spin-ŕip from ms = 0 to ms = ±1 states of the molecule (∆E > V ). Center: On
the right, current, dI/dV, and d2I/dV 2 plots as a function of the bias. The total current is
composed of inelastic and elastic contributions. The spin-ŕip creates a dip in the dI/dV
that translates to peaks in the d2I/dV 2 at the energies of the spin-ŕip excitation.

1.6.2 Inelastic Electron Tunneling Spectroscopy (IETS)

Inelastic tunneling occurs when an electron loses some kinetic energy during the tunneling

process, opening a new tunneling channel [2][37]. With this new pathway, the dI/dV

increases due to a higher density of states available for tunneling. The current will have two

contributions: elastic and inelastic, each with different percentages. This event manifests

as a dip in the dI/dV. The electron can lose energy by transforming its kinetic energy into

molecular vibrations, with a minimum energy amount of ℏω. Another type of inelastic

process is the spin-ŕip event [38] (Fig. 1.22). In this case, the electron can reach a state

with a different spin elastically, which is not accessible by inelastic tunneling. This increases

the overall density of states and the step-height of the spin excitation. To conserve the

total spin of the system, the electron changes its spin during the tunneling event, losing

some kinetic energy. The detection limit involves transitions with ∆ms = 0,±1.
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1.6.3 The Lock-In ampliőer

A lock-in ampliőer utilizes phase-sensitive detection to isolate a component of a signal

at a speciőc reference frequency and phase. It fundamentally operates on the principle

of orthogonality among sinusoidal functions. In particular, when a sinusoidal function is

multiplied by another sinusoidal function with a different frequency and then integrated over

a time signiőcantly longer than the period of these two functions, the result is effectively

zero. However, if the frequencies are in phase, the average value equals half of the product of

their amplitudes. By taking the input signal and multiplying it with a reference sinusoidal

signal (which can originate from either the internal oscillator or an external source) and

integrating over a speciőc time (from milliseconds to several seconds), the output signal

becomes a DC signal. The process attenuates any component of the signal that doesn’t

share the same frequency as the reference signal and the out-of-phase part of the signal

and add an extra phase ϕ to the in-phase component which is the main contributor to the

amplitude on the lock-in signal. This makes the lock-in ampliőer phase-sensitive[39]. If the

integration time is large enough, the output Vlockin is:

Vlockin =
1

2
Vinputcos(ϕ) (1.14)

Modern lock-in ampliőers add a 90o phase shift (two-phase lock-in[40]) to an extra

output signal in order to remove the phase dependency. The procedure is the same as for

the original lock-in, but with two output components, X, Y . This two magnitudes represent

the output signal as a vector relative to the reference:

X =
1

2
Vinputcos(ϕ) Y =

1

2
Vinputsin(ϕ), (1.15)

R =
√
X2 + Y 2 ϕ = arctan(X/Y ). (1.16)
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Figure 1.23: Principle of the lock-in technique. The current is inŕuence by a bias modulation
from a reference AC signal to extract the conductance.

The magnitude R corresponds with the output signal and ϕ is the phase shift between

the modulated signal and the reference signal, as before. The magnitude ϕ will dictate how

much of X and Y compose the őnal output signal. A phase closer to X will originate an

output signal with more weight on X (and subsequently the components of the modulated

signal whose phase is also closer to X) and less from Y , and viceversa.(Fig. 1.24). Most of

modern lock-in ampliőers have an autophase command that will sweep ϕ to őnd the phase

that provides the most amplitude.

The general principle to obtain the derivative of a signal using a lock-in consist on

adding an AC modulation reference signal Vref (t) = Vmodcos(f0t+ φ) to the STM DC bias

signal V (t) to modulate as well the tunneling current I(V ) = I(VDC) + I(Vref ) obtaining

the dI/dV [41]. By making Vmod << |V | so the oscillation becomes a perturbation around

VDC , a Taylor expansion can be performed so the modulated AC current signal can be

approximate to:
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Figure 1.24: The output signal depends on the phase of the reference signal respect to the
input signal. As the input signal will have several out of phase components, the lock-in
will be more sensitive to the ones closer to the reference. To avoid this phase sensitivity,
the input signal is modulated and split in two signals X, Y separated by a 90o phase shift.
The input signal components contribution is weighted by controlling the lock-in phase ϕ.
|Vlockin| = R

I(t) = I(VDC)
⏞ ⏟⏟ ⏞

DC component

+
dI(V )

dV
VmodA1cos(f0t+ φ)

⏞ ⏟⏟ ⏞

First harmonic

+
d2I(V )

dV 2
V 2

modA2cos(2f0t+ φ)
⏞ ⏟⏟ ⏞

Second harmonic
⏞ ⏟⏟ ⏞

AC component

. (1.17)

The lock-in ampliőer will multiply I(t) by the reference signal Vref , that will add up

another phase therm ϕ:

Ilockin(V ) = I(t) ∗ Vmodcos(f0t+ ϕ). (1.18)

From here we can observe that the lock-in signal after demodulation is proportional

to the modulation amplitude Vmod and the dI/dV (őg. 1.23). The smaller Vmod is, the

better resolution the signal has, as it oscillates in a smaller range and averages the signal

between a narrower ∆V , nevertheless, it will also increase the noise and slow down the
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acquisition, so in order to obtain the best resolution one has to őnd a compromise between

integration time and the lock-in amplitude. Eq. 1.17 also provides information about the

second harmonics, which are linked to the derivative of the conductance d2I/dV 2. By

controlling the phase ϕ is possible to maximize the output lock-in signal. To access the

second harmonics, the frequency has to be 2f . In general, following the same principle

nVmod amplitude at nf is proportional to dnI/dV n [2].

In general, if one desires to measure a signal that is closely phase shifted to 0o or 90o

respect to the reference signal phase ϕ, is better to phase the lock-in to read 100% of the

signal in one channel X and 0% in the other channel Y (or viceversa) to easily spot signal

losses[40]. Under applied bias, the STM junction acts as a capacitor, and the AC modulated

input signal gets another contribution proportional to the capacity of the junction VC that

is 90o shifted respect of the reference signal (Fig. 1.25). The tunneling current will have

then another out of phase AC component I(V ) = I(VDC) + I(Vref ). The AC contributions

can be assigned to the X, Y channels of the lock-in so one can select their weight on the

output signal by adjusting the phase ϕ. To isolate the dI/dV part of the signal from the

capacitance when performing STS, the tip must be retracted from the sample to avoid

any tunneling current contribution. The signal will come from the capacitance component

only, so the lock-in phase can be set to maximize this signal and then manually rotated by

90o to obtain the pure dI/dV (Fig. 1.26). The d2I/dI2 has its maxima out of any phase

described before, so the lock-in phase must be set in contact at the tunneling bias that

offers the most signal (R) and optimized by the lock-in itself by auto-phasing. For example,

dI/dV measured at different tip-sample distances d will provide a signal that weakens as

the tip retracts, while keeping a strong contribution from the capacitance. In this case,

as for measuring the őrst derivative, is better to use a single channel 90o shifted respect

to the conductance, instead of the magnitude R, that adds up all the different phased

components of the signal regardless the relative phase ϕ. The capacitance component can
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Figure 1.25: Biased STM junction acting as a capacitor and adding a capacitance term VC

with a 90o phase shift to the modulated input signal Vmodulated.

be useful to obtain a reference value when coarse approaching the tip. By setting a large

Vmod amplitude (e.g. 500 mV) and a moderate frequency (e.g. 531Hz) the lock-in will assign

one channel from X, Y to match its phase, and the readout from this channel will display a

value related to the capacitance measured between the sensor and the sample. This value

will increase as the tip gets closer to the sample, and a reference value can be found to

stop the coarse approach as close as possible before starting the auto-approach function.

This method can only be performed when the sensor has enough metallic surface to get

charged by the modulated bias. The protective metallic cup from the Kolibri sensor allows

to measure capacitance, while the narrow cantilever from the QPlus sensor has not enough

surface to drive this phenomenon. More details about the lock-in setup can be found in the

Attachments.
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Figure 1.26: The őrst (red) and second (blue) derivatives of the current and the capacitance
signal (green) have different phases. The dI/dV and the capacitance signal can be isolated
form each other by retracting the tip as they are shifted by 90o. The second derivative
must be set in contact to maximize its value, as it maxima does not share this phase shift.
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Chapter 2

Metallocenes as STM magnetic sensors

This chapter is devoted to the metallocenes, with a focus on nickelocene and a presentation of

some properties of cobaltocene. After their introduction, the chapter reviews the state of the

art in previous works that have utilized nickelocene as a magnetic sensor. Furthermore, these

studies are further analyzed with the theoretical tools described in Section 2.2 (Theoretical

Framework), developed by Diego Soler Polo and Manish Kumar.

2.1 The Nickelocene molecule

The metallocenes [42, 43], also known as metal-sandwich complexes, have held signiőcant

importance since the synthesis of ferrocene (FeCp2) in 1951 by Keally and Paulson, followed

by its structural characterization by Wilkinson and Fischer, which led to the Nobel Prize in

1973. Metallocenes are compounds composed of two cyclopentadienyl anions (C5H
−
5 or Cp)

and a transition metal (ranging from Ti to Ni) in a +2 oxidation state, forming a sandwich

structure. They exhibit two isoenergetic conőgurations: staggered and eclipsed, with D5d

and D5h symmetry, respectively [44]. The magnetic moment in metallocenes arises from the

oxidation state of the metal center, localized in the 3d shell after sharing two 4s electrons
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with the Cp rings. The molecular orbital diagram of ferrocene (Fig. 2.1) illustrates the

subsequent őlling of orbitals between a′1g and e∗1g orbitals for other metallocene molecules.

This thesis focuses on nickelocene, a metallocene with a Ni atom at its core. Despite its

20 electrons, violating the qualitative 18e− rule for metal complex stability, NiCp2 exhibits

remarkable magnetic robustness. The energy gap between the ground state a′1g and the

excited state e2u is comparatively higher than in other metallocenes with different metallic

centers, preventing unpaired electrons from being promoted to higher energy orbitals. This

makes nickelocene an excellent candidate for deposition on various substrates and STM-tip

manipulation while preserving its magnetic stability and properties from the gas phase [45].

The unpaired electrons on the e∗1g orbitals, separated by Pauli repulsion, provide a magnetic

moment of 2µB (S = 1), which remains perfectly isolated. This allows for the study of

nickelocene’s singlet and triplet states, which are closer in energy than the higher spin

conőgurations. The S = 1 nickelocene energy diagram at low energies can be rationalized

by considering the singlet-triplet degeneracy-breaking by the crystal őeld [27, 46, 47],

along with further zero-őeld splitting between the ms = 0 (in-plane magnetization) and

ms = ±1 (out-of-plane magnetization) states due to the characteristic magnetic anisotropy

of nickelocene. These high-spin states can be further separated by applying a magnetic

őeld parallel to nickelocene’s long axis to induce Zeeman splitting or by bringing another

molecule into proximity to exchange-couple with nickelocene’s unpaired electrons (Fig. 2.2).

STM images of single atoms probed with a nickelocene tip [48] and DFT calculations

modeling the functionalized tip [49] agree on assigning a 15o tilt to the nickelocene with

respect to the z-axis perpendicular to the surface. It is worth mentioning that other

metallocenes, such as ferrocene (FeCp2) [50ś52] or cobaltocene (CoCp2), have also found

use in STM. The latter, in particular, is a S = 1/2 molecule exhibiting a characteristic

Kondo feature in its Inelastic Electron Tunneling Spectroscopy (IETS) and has been utilized

as an STM spin sensor [53].
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Figure 2.1: Molecular orbital diagram for ferrocene (D5d)[44].

Figure 2.2: Electronic and magnetic properties of the different metallocenes[44]. On the
right, nickelocene’s energy diagram (S = 1). The singlet and triplet state are separated by
the crystal őeld, and the magnetic anisotropy D causes a zero őeld splitting between the
triplet mNc = 0 and mNc = ±1.
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2.1.1 STM characterization of the Nickelocene

The nickelocene has been extensively studied by STM to unveil its chemical and electronic

properties on a metallic substrate at low temperatures [46, 48, 54ś58]. To understand the

chemisorption of nickelocene after deposition in Ultra-High Vacuum (UHV) and cryogenic

temperatures, Bachellier et.al. [55] deposited nickelocene in UHV on a Cu(100) surface

at 4.4K to őnd isolated molecules as well as ordered self-assembly islands creating a

submonolayer on top of the crystal. This result agrees with previous experiments on the

less reactive Ag(100)[59]. They observed the ability to desorb or decompose NiCp2 after

230K annealing. The existence of single nickelocene molecules suggests that it is more

surface-reactive than ferrocene, as FeCp2 exclusively physisorbs by van der Waals interaction

in self-assembly conglomerates under similar conditions[51].

STM images of an isolated nickelocene on a metallic surface (őg. 2.4) show a ring-like

shape in constant current contrast. This implies that NiCp2 is adsorbed in a standing

conőguration with a Cp ring bonded to the hollow site and the long axis perpendicular

to the surface. The apparent STM height measured by Ormaza et.al. with the STM at

20 mV and 5 pA current setpoint are 3.5 Å. A more accurate height measurement can be

performed by means of nc-AFM with a functionalized tip. We took advantage of the Kolibri

STM/AFM tip to measure the adsorbed height of a nickelocene on an Au(111) sample. It

was obtained by functionalizing the tip with another nickelocene, pressing it against the

target, and recording the frequency shift from the AFM as the tip retracts (Z-spectroscopy

Fig. 2.3), yielding an 8.1 Å height difference between Au(111) and the adsorbed nickelocene

Z-curve’s Gaussian-őtted minima, which delimits the beginning of the repulsion regime, as

described by Gross et.al. [18].

The nickelocene showcases remarkable endurance when pressing/retracting it from the

surface or on top of other molecules, preserving its structure and adsorption conőguration

on the tip even 200 pm past the Z-spectroscopy minima. This allows obtaining nc-AFM
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Figure 2.3: STM/AFM Z-spectroscopy of a NiCp2 on Au(111) measured with a nickelocene-
functionalized tip at 10 mV. The blue curve corresponds to the measurement on Au(111),
pressing the NiCp2 tip 50 pm past the minima and retracting the tip 600 pm, recording
the frequency shift and current. The orange curve corresponds to the same procedure
performed on top of the adsorbed nickelocene. Top: Current recorded while lifting the tip.
The current rises substantially faster when measuring on bare Au(111). Inset: Zoom to
resolve the rise of the current on top of the nickelocene. Bottom: Frequency shift from the
AFM. After őtting the curves to obtain their minima, the height difference is 8.1 Å. Right:
Representation of a nickelocene tip lift performing a Z-spectroscopy on Au(111) and on
another nickelocene. Blue=Au, Black=C, Red=nickel.
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Figure 2.4: IETS of an STM functionalized nickelocene tip on Au(111) taken at 1.2K
with a 0.5mV lock-in amplitude. Left: dI/dV spectrum showing a ∼ 750% increment of
conductance between the elastic (ms = 0) and the inelastic (ms = ±1) region. Right:
d2I/dV2 spectrum. The peaks show the energy of the spin-ŕip step feature at ±4 meV.
Inset: 5 x 5 nm² STM constant current image of a nickelocene on an Au(111) substrate
taken at 100 mV 10 pA.

high-resolution images to atomically resolve molecular structures while simultaneously

recording Scanning Tunneling Microscopy (STM) images or dI/dV maps. For these last

two techniques, the bias must be set, considering the exponential rise of the current.

As depicted in Fig. 2.3, the current reaches almost 6 nA when measuring on top of

bare Au(111) and just 80 pA on top of the less conductive adsorbed nickelocene when

approaching/retracting the same Z distance at 10 mV. Further pressing onto the surface

can lead to instability or rearrangements of the nickelocene on the tip, compromising the

reproducibility and hysteric behavior of the Z-spectroscopy, as shown by an asymmetry in

the retract/approach curves. In this unstable regime, the nickelocene can even change its

spin state, as reported by Ormaza et. al.[45], where a transition from S = 1 to S = 1/2 is

described as the nickelocene is pressed 500 pm onto Cu(100).

The nickelocene has been extensively studied by STM to unveil its chemical and electronic

properties on a metallic substrate at low temperatures [46, 48, 54ś58]. To understand

the chemisorption of the nickelocene after deposition in UHV and cryogenic temperatures,

Bachellier et.al. [55] deposited nickelocene in UHV on a Cu(100) surface at 4.4 K to őnd
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isolated molecules as well as ordered self-assembly islands creating a submonolayer on top

of the crystal, agreeing with previous experiments on the less reactive Ag(100) [59]. They

were able to desorb or decompose the NiCp2 after 230 K annealing.

The existence of single nickelocene molecules suggests that it is more surface-reactive

than ferrocene, as FeCp2 exclusively physisorbs by van der Waals interaction in self-assembly

conglomerates under similar conditions [51]. STM images of an isolated nickelocene on a

metallic surface show a ring-like shape in the constant current contrast. This implies that

the NiCp2 is adsorbed in a standing conőguration with a Cp ring bonded to the hollow site

and the long axis perpendicular to the surface. The apparent STM height measured by

Ormaza et.al. with the STM at 20 mV and 5 pA current setpoint is 3.5 Å.

A more accurate height measurement can be performed by means of the AFM with a

passivated tip. We took advantage of the Kolibri STM/AFM tip to measure the adsorbed

height of a nickelocene on an Au(111) sample. It was obtained by functionalizing the

tip with another nickelocene, pressing it against the target, and recording the frequency

shift from the AFM as the tip retracts (Z-spectroscopy Fig. 2.3), yielding an 8.1 Å height

difference between the Au(111) and the adsorbed nickelocene Z-curve’s Gaussian-őtted

minima, which delimits the beginning of the repulsion regime, as described by Gross et.al.

[18].

The nickelocene showcases remarkable endurance when pressing/retracting it from the

surface or on top of other molecules, preserving its structure and adsorption conőguration

on the tip even 200 pm past the Z-spectroscopy minima. This allows tracking the forces

experienced in an approach-retract event and obtaining nc-AFM high-resolution images

to atomically resolve molecular structures while simultaneously recording STM images

or dI/dV maps. For these last two techniques, the bias must be set, considering the

exponential rise of the current. As depicted in Fig. 2.3, the current reaches almost 6 nA

when measuring on top of the bare Au(111) and just 80 pA on top of the less conductive
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adsorbed nickelocene when approaching/retracting the same Z distance at 10 mV. Further

pressing onto the surface can lead to instability or rearrangements of the nickelocene on the

tip, compromising the reproducibility and hysteric behavior of the Z-spectroscopy, as shown

by an asymmetry in the retract/approach curves. In this unstable regime, the nickelocene

can even change its spin state, as reported by Ormaza et. al. [45], where a transition from

S = 1 to S = 1/2 is described as the nickelocene is pressed 500 pm onto Cu(100).

The spin states of the nickelocene on Cu(100) were őrst characterized utilizing IETS

and X-ray magnetic circular dichroism (XMCD)[60] by Ormaza et. al.[45] (Fig. 2.4). In

this work, a single nickelocene adsorbed in a Cu(100) hollow site in eclipse conőguration

was measured by positioning the STM tip on top of the molecule. IETS yields a step

with a conductance increment of őve times the dI/dV value around 0 V at 3.2 meV. After

discarding this feature to be a vibrational state [59], it was categorized as a spin-ŕip event

from the S = 1 ms = 0 ground state to the degenerated ms = ±1 excited states of

the nickelocene. This IETS spectrum is a direct measurement of its positive magnetic

anisotropy energy (D ≈ 3.2meV ) as the in-plane anisotropy E is negligible by symmetry[61]

(see Theoretical Framework). This result is in agreement with their XMCD data. The

D value can slightly vary between ∼3-4 meV depending on the tip conformation, being 5

meV the computed value for a nickelocene in the gas phase[62]. This result also conőrms

the magnetic robustness of the nickelocene as the spin remains S = 1 from the gas phase

to the adsorbed state. The measurements were repeated with the nickelocene attached

to the tip (tip functionalization). While the D remained similar, the increment in IETS

conductance was nine times the value around 0 V, comparably higher than the previous

non-functionalized case. This result agrees with our IETS spectra obtained after measuring

in Au(111) with a nickelocene functionalized tip (Fig. 2.4).

Single nickelocene molecules deposited on a <10 K metal monocrystal is an instructive

system to understand how the tunneling process works when using a nickelocene tip. The
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Figure 2.5: Top: elastic tunneling without nickelocene interaction. The electrons depart
and arrive with the same energy and spin orientation as the energy. Center: inelastic
tunneling. The tunneling electrons scatter with the nickelocene’s ms + 0 state electrons
and brieŕy couple by exchange interaction. During this scattering event, the incoming
electron loses some energy and ŕips its spin to satisfy the lower energy conőguration from
the exchange coupling. This energy will promote the nickelocene to its high spin states
ms = ±1. The electron arrives at the sample with less energy (exactly the amount required
for the spin-ŕip DNcm

2
s). Bottom: double inelastic spin-ŕip where the electron undergoes

two consecutive inelastic transitions spending two times the spin-ŕip required energy to
excite two NiCp2 to the high spin states. Right: IETS of a nickelocene tip on Cu(111)
and on another nickelocene. While the spectrum on bare Cu(111) only shows one dip
corresponding to the spin excitation, the spectrum taken over another nickelocene has two
steps caused by the double spin-ŕip. The d²I/dV² shows four peaks separated by 4 meV
corresponding to the consecutive excitation.
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experiment consists of measuring a nickelocene adsorbed on the metal surface with a NiCp2

functionalized tip. The IETS curves from Fig. 2.5 show the dI/dV and d²I/dV² spectra

of a nickelocene tip on Cu(111) and on a nickelocene adsorbed on the surface. From this

experiment, along the dI/dV steps at ∼4 meV, another set of steps emerges at ∼8 meV,

identiőed as a double spin-ŕip, reproducing the results from Ormaza et.al [56] on Cu(100)

and from Czap et.al.[49] on Ag(110). The rationalization goes as follows: a tunneling

electron can inelastically excite one molecule (tip or sample nickelocene) and pass by the

other without spin-ŕipping again (őrst energy step), or undergo a double spin-ŕip (second

energy step) if it has enough energy to excite both molecules to the ms = ±1 states. Both

spin-ŕip events are a priori isolated, and no further magnetic effects (exchange-coupling,

etc.) were described, as the energy of the őrst step is approximately double the second.

Figure 2.6: Zeeman splitting of the
d²I/dV² peaks from a nickelocene
functionalized tip on Ag(110) under
Bz= 4 T at 0.6 K and 0.2 mV lock-in
amplitude[49].

Another STM experiment to test the nickelocene

functionalized tip magnetic properties consists of per-

forming IETS with it on a metal substrate under

a magnetic őeld perpendicular to the sample (Bz)

to induce a Zeeman splitting of the d²I/dV² peaks.

However, our built-in magnet only provides a maxi-

mum őeld of Bz=3 T, meaning 0.7 meV peak-to-peak

splitting (Esplit = 2gµBSNcBz). As the experiments

are usually conducted at T = 1.2 K and 0.5 mV lock-

in amplitude of modulation, the STS broadening in

our experiments is 1.3 meV2.2, which does not allow

us to resolve the peak splitting on the IETS. The

picture completely changes when the magnetic őeld

is strong enough, and the temperature is below 1 K to generate noticeable splitting, as

demonstrated by Czap et.al [49]. This experiment was conducted on Ag(110) at 0.6 K and
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a lock-in modulation of 0.2 mV under a 4 T magnetic őeld in the z direction. Under these

conditions, the peak-to-peak splitting is 0.92 meV, smaller than the 0.43 meV experimental

broadening (Fig. 2.6).

2.1.2 Theoretical framework

Although the nickelocene functionalized tip provides more information from a magnetic

molecule compared to a metallic or spin-polarized STM tip, extracting this information

from the spectroscopic data is far from trivial. All the features induced by approaching

a nickelocene tip to a magnetic sample can be produced by several quantum phenomena

(dipolar interactions, exchange coupling, Kondo effect, external magnetic őelds, transport

effects, etc.) impossible to catalog or recognize only by plotting the d²I/dV² versus the

bias while retracting the tip. The interaction that decays with tip-sample distance can only

be őtted to a model particularly tuned for each molecular system. This requires a solid

theoretical background that provides the necessary tools to unveil the information from the

nickelocene tip’s spectrum. Previous works [49, 56, 58, 63] utilize almost exclusively the

Heisenberg Hamiltonian for a two-site model consisting of a partially-őlled 3d8 shell of the

nickelocene and another orbital with the sample’s spin. This is a simpliőcation of the more

general Hubbard model[27, 64, 65] when the charge transfer between sites is negligible, as

it is in most cases for the nickelocene. Charge transfer is then disregarded, and there is an

inter-site hopping t(z) and an exchange coupling parameter J ≈ t2/U with U being the

electrostatic Coulomb repulsion. Since U decays exponentially with the tip-sample distance

z, the dependence of J with z goes as follows:

J(z) = J0e−az (2.1)

With a being a decay constant and J0 the exchange coupling at the closest distance

60



(maximum exchange). Note that J > 0 will favor an antiferromagnetic conőguration

between the nickelocene and the sample’s spin (lower mNc+mmol = mtotal). The Heisneberg

Hamiltonian is then:

Ĥ = gµ(ŜNc,z + ŜM,z)Bz +DNiŜ
2

Ni,z +DM Ŝ
2

M,z + EM(Ŝ
2

M,x − Ŝ
2

M,y) + JŜ
⃗
Nc · Ŝ⃗M (2.2)

Where the sub index M refers to the magnetic molecule, Nc for nickelocene, and the

spin operators for nickelocene Ŝ
⃗
Nc and the molecule Ŝ

⃗
M are:

Ŝ
⃗
Nc = ℏ(σ̂1

x ⊗ In, σ̂
1

y ⊗ In, σ̂
1

z ⊗ In) = (ŜNc,x, ŜNc,y, ŜNc,z) (2.3)

Ŝ
⃗
M = ℏ(I3 ⊗ σ̂n

x, I3 ⊗ σ̂n
y , I3 ⊗ σ̂n

z ) = (ŜM,x, ŜM,y, ŜM,z) (2.4)

The őrst term in Eq. 2.2 accounts for the Zeeman splitting, with g as the gyromagnetic

factor, µ the magnetic permeability, and Bz as an external magnetic őeld perpendicular

to the sample. I3, In represent the identity matrices for spin dimensions 3 (NiCp2) and

n (molecule), and σ̂1

x,y,z, σ̂
n
x,y,z are the Pauli matrices for SNc = 1, SM . Ĥ and each spin

operator Ŝx,y,z has a dimension of dim(σ̂3) · dim(σ̂n). DNi is the nickelocene’s S = 1

out-of-plane magnetic anisotropy, and DM , EM are the molecule’s out-of-plane and in-plane

magnetic anisotropy terms. The procedure involves diagonalization of the Heisenberg

Hamiltonian to obtain the energy eigenvalues as a function of J . The exchange coupling

parameter is directly linked with the inter-site hopping t. It is directly related to the

distance between orbitals, so the tip-sample distance and the decay a play a key role when

probing with a nickelocene tip, affecting the mixing of nickelocene and molecule states

and altering the appearance of the d²I/dV² peaks. A single spectroscopy does not provide
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enough information to őt the exchange coupling. To model its decay, several d²I/dV²

curves must be taken at different heights to extract the height dependence and őnally őt

the eigenvalue evolution with the tip-sample distance. A more detailed explanation of

the Heisenberg model and the exchange coupling can be found in the Attachments. In

the following sections, the key concept of magnetic anisotropy is detailed, as well as the

cotunneling theory that complements the Heisenberg model with the transport effects that

it does not take into consideration.

Magnetic anisotropy

A material is magnetically anisotropic if it presents different magnetic properties depending

on the spatial direction. On the molecular scale, magnetic anisotropy manifests itself as

the energy required to transition from different spin states due to the molecule’s geometry

and environment. The perfect example is the nickelocene’s triplet state. While those

different spin states ms = 0,±1 are degenerated in a spherical environment, the nickelocene

z-stacked geometry induces a zero-őeld splitting between low ms = 0 and high ms = ±1

spin states (Fig. 2.7). This energy separation breaks the degeneracy and allows deőning

high and low spin states with a different magnetic moment (hard axis and easy axis). The

amount of energy required for this transition is related to the spin-orbit coupling [27][46].

For 3d systems, this coupling is negligible compared to the crystal őeld, which is much

stronger than the orbital spin[47], and the magnetic anisotropy can be related to the spin by

Ĥ = DŜ
2

z. The D parameter accounts for the out-of-plane magnetic anisotropy, and D > 0

will favor low spin conőgurations of the molecule’s electrons. It is a proportionality constant

that links the energy required to change from one spin state to another with the ms of

those levels. For example, a S = 2 molecule has ms = 2, 1, 0,−1,−2, and the out-of-plane

magnetic anisotropy is tailored by this number with D as a proportionality constant, being

the transition energies ϵ = 4D,D, 0. Another term E can be added to describe the in-plane
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Figure 2.7: Spatial orientation of the low spin (in-plane) versus the high spin (out-of-plane)
in the NiCp2 with respect to the z-axis (hard axis). The red arrows S⃗1, S⃗2 represent the total
spin operator of each one of the nickelocene’s single electrons maintaining S⃗z = S⃗z1 + S⃗z2

őxed. The nickelocene’s total spin is S⃗T = S⃗1 + S⃗1. The singlet state shows the electron’s
spin coupled antiferromagnetically and in contra-phase, so S⃗T = 0, ms = 0. The triplet
state presents three possibilities, one with an antiferromagnetic and in-phase conőguration
ms = 0 and two in a ferromagnetic and in-phase conőgurations ms ± 1. The term DŜ

2

z is
the energy corresponding to a spin ŕip from ms = 0 to ms = ±1. The spin-orbit coupling
is not taken into account.

magnetic anisotropy, ending up with a spin Hamiltonian that describes the phenomenon:

Ĥ = DŜ
2

z + E(Ŝ
2

x − Ŝ
2

y) (2.5)

Where Ŝ
⃗
= (Ŝx, Ŝy, Ŝz) is the spin operator of the molecule in consideration. A worked-

out example to obtain the energies and eigenfunctions of an S = 1 molecule can be found

in the Attachments. Magnetic anisotropy is especially relevant for single atoms deposited

on a surface. Due to the spherical symmetry of the orbitals (degeneration of the orbital

quantum number ml), the net magnetic moment of a free single atom of any spin is zero. If

this atom is allocated under a magnetic őeld, ms will break the degeneracy on the direction
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of the magnetic őeld independently of the spatial orientation, i.e. there is no magnetic

anisotropy. The picture dramatically changes when the atom is adsorbed on a surface. This

allows the atom to bond[66], alter its spin due to scattering with the substrate electrons[67],

experience exchange coupling with neighboring atoms[68, 69], and many other interactions

that will change its nature[26]. Under these conditions, and if S > 1/2 to have different spin

states, the atom’s spin may have an easy axis and hard axis direction. This implies that the

atom will need a certain amount of energy to transition from the low spin to the high spin

conőguration by a spin-ŕip event, measurable by IETS as steps in the dI/dV. Note that

only transitions that fulőll the selection rules ∆ms = 0,±1 are allowed and therefore visible

in IETS. In the case of out-of-plane magnetic anisotropy, the Ŝz component of the spin will

be őxed in a perpendicular direction from the surface with a permanent magnetic moment.

Model for the inelastic tunneling current

The Heisenberg Hamiltonian provides the eigenvalues of the energy, but the IETS measures

the inelastic transitions between the different energy states, and transitions are limited

by the selection rules ∆ms = 0,±1. This will forbid certain transitions that would not

be visible as d²I/dV² peaks, so a particular energy state will not have a őngerprint of a

transition in the IETS. The Heisenberg model does not provide a prediction of the intensity

of the conductance either, which can overshadow some energy branches when the transition

rates between different energies are signiőcantly different. An attempt to describe the

intensity of the transition was carried out by Hirjibehedin et.al.[61]. They propose the

following equation to rationalize the height of the dI/dV peaks from an IETS spectrum of

Fe in a Cu2N/Cu(100) substrate:

Ii,j = | ⟨Ψj| Ŝx |Ψi⟩ |2 + | ⟨Ψj| Ŝy |Ψi⟩ |2 + | ⟨Ψj| Ŝz |Ψi⟩ |2 (2.6)
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Where Ψi, j are the initial and őnal states. This model is in agreement with the

experiment and predicts the increase of conductance of the steps at the obtained energies

from the magnetic anisotropy Hamiltonian; nevertheless, it fails to predict the step height

in other systems, like the double spin ŕip of the nickelocene over another nickelocene

[45][46]. This substantial increment of conductance cannot be rationalized by means of

the Heisenberg Hamiltonian. As it is not a model of the tunneling current, it does not

include its electronic transport effects. Bachellier[46] suggests the utilization of a strong

coupling theory described by Lorente and Gauyacq[70]. In this model for a single adatom,

the spin of the incoming electron becomes entangled with that of the adsorbate, causing the

original spin state to dissipate, resulting in an enhancement of conductance. A more general

solution to properly model the tunneling current consists of implementing the cotunneling

theory[71, 72]. To estimate the inelastic current Iinel for a certain bias V via cotunneling the

second quantization formalism is needed as it is a many-body problem[64]. After obtaining

the corresponding eigenstates |α⟩ and energies Eα as a function of the tip-sample distance

z, this equation is employed[72]:

Iinel(V ) =
∑︂

α,α′,i

Pα|⟨α|cNiŜ
†
Ni,i + cMŜ

†
M,i|α′⟩|2Fα,α′(V ), (2.7)

Where Fα,β(V ) stands for:

Fα,β(V ) =

(︃
V − Eα + Eα′

1− exp (−β(V − Eα + E ′
α))

+
V + Eα − E ′

α

1− exp (β(V + Eα − E ′
α))

)︃

(2.8)

Pα are the populations of the eigenstates |α⟩ at thermal equilibrium, Pα = exp (−βEα)

with β = 1/KbT . Out of equilibrium perturbations are assumed to be negligible at the

low bias conditions of the experiment. The coefficients cNi and cM represent a relative

coupling strength of the nickelocene’s spin to the metallic tip and the sample’s spin to the

substrate. This offers the possibility to vary the coupling strength of the molecule with the
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Figure 2.8: Example of a simulation employing the Heisenberg model plus the cotunneling
theory with a nickelocene tip on a S = 1 molecule without anisotropy. Left: d²I/dV²(z)
simulation curves at different Z (white) and color map (yellow=higher positive values of
d²I/dV²). The exchange coupling at the minimum tip-sample distance is J = 1 meV
(antiferromagnetic) and decays with height at a a = 1 rate. Parameters: 1 K, 100 pm tip
retraction, DNc = 4 meV and the coupling strength was 1:3 favoring the sample. Upper-
right: Energy diagram. The Ψ0−7,8 transitions are forbidden by selection rules. Lower-right:
Energy eigenvalues respect to the exchange coupling J(z). The forbidden energy branch
(red) is not visible in a). The lower red line represents the ground state energy. The
simulation effectively disregard the forbidden transitions and assigns different weight to the
energy branches.

substrate and the nickelocene with the metallic tip, so the simulated current plots can show

differences in intensity and contrast to better reproduce unequal peaks in the d²I/dV² or

enhance spectral features hidden by the differences in contrast.
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Dipolar őeld

Some systems may have extra contributions to the magnetism apart from the Heisenberg

model’s exchange coupling and Zeeman splitting. In some cases it can be modeled as

an effective dipolar őeld emerging from the magnetic sample that affects the nickelocene

differently as a function of the distance:

B⃗i(r⃗) = µ0

(m⃗ · ûr)ûr − m⃗

|r⃗ − r⃗i|3
(2.9)

Figure 2.9: Schematic representation of the two-site spin model with an antiferromagnetic
exchange interaction J acting between the center atom (green) and the nickelocene on the
tip. The dipolar őeld emerges from the neighboring atoms (blue) conforming a regular
hexagon.

Where m⃗ is the magnetic dipole, r⃗i is the position of atom i and ûr is the unit vector

ûr = (r⃗ − r⃗i) /|r⃗ − r⃗i|.. This contribution was utilized to model the contribution form the

2D NiCl2 lattice (see Chapter 3 "2D magnetic materials"). the dipolar őeld is created by

the NiCl2 hexagonal lattice and splits the nickelocene’s d²I/dV² peaks as it gets closer to

the surface. This contribution was conceived after considering an hexagonal distribution of
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six magnetic dipoles separated by 3.4 as in the MCl2 lattices, while the exchange coupling

only takes part on the center Ni atom, not involved in the dipolar őeld (Fig. 2.9). The

dipolar contribution added to the Heisenberg Hamiltonian is µBB⃗ext · S⃗ˆ , with S⃗
ˆ the total

spin operator of the two-site model:

Ĥdipole = µBµ
∑︂

i

(m⃗ · ûr)ûr · S⃗ˆNi −mzŜNi,z

(x2
i + y2i + z2)

3/2
(2.10)
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2.1.3 Atomic-scale Spin Sensing with a Nickelocene STM tip

In this section, the state of the art concerning the usage of nickelocene as a spin sensor is

presented based on previous publications. Some cases are further theoretically analyzed for

a more in-depth understanding of the results.

Atomic-scale Spin Sensing with a Single Molecule at the Apex of a Scanning

Tunneling Microscope

Due to the general interest in storing information at the single-atom scale using spin as a

degree of freedom, numerous STM studies exist involving the magnetic characterization of

single atoms. The main disadvantage of using single atoms as qubits is their low relaxation

time, leading to perturbations in their spin and compromising the stored information. This

problem can be partially overcome by depositing the magnetic atoms on a decoupling

layer[38]. However, certain species maintain their magnetic character even when deposited

on a bare metal substrate [26, 73, 74]. One of those well-known magnetic systems is

composed of Fe single atoms deposited on a Cu(111) surface[75], where Khajetoorians et

al. achieved a magnetic moment of 3.5µB. To further investigate the magnetic properties

of Fe, Verlhac et al. probed a Fe single atom adsorbed on Cu(100) with a nickelocene-

functionalized tip. They brought the tip close to the Fe atom and then retracted it along the

Z-direction while performing d²I/dV² at different heights (Fig. 2.10). It’s worth mentioning

that the minimum tip-sample distance was 80 pm, as smaller distances led to an abrupt

transfer of the nickelocene from the tip to the Fe, forming a different compound. While

there were no changes in the d²I/dV² when probing the bare Cu(100) substrate at different

heights, the spectrum renormalized when probing with the nickelocene on top of the Fe

atom as it sensed its out-of-plane magnetism. The spectral features not only showed peak

splitting but also some differences in the heights of the split peaks. Verlhac et al. utilized a

Heisenberg-like Hamiltonian to rationalize the obtained spectrum, as in this case, the Fe’s
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spin is not őxed and can interact with the nickelocene’s spin:

Ĥ = DNcŜ
2

z,Nc +DFeŜ
2

Fe − JŜ
⃗
Nc · Ŝ⃗ Fe (2.11)

Figure 2.10: a) d²I/dV²(z) spectrum at different heights with a NiCp2 tip over a Fe
atom on Cu(100) (Verlhac et.al.[63]) b,c,d Simulations from the Heisenberg/cotunneling
Python script[76]) b) d²I/dV²(z) simulation curves at different Z (white) and color map
(yellow=higher positive values of d²I/dV²). The exchange coupling at the minimum tip-
sample distance is J = 0.8 meV (antiferromagnetic) and decays with height at a a = 3 rate.
Parameters: 2.4 K, 50 pm tip retraction, DNc = 3.4 meV, DFe = −1.2 meV, SFe = 3/2 and
the coupling strength was 1:3 favoring the Fe atom. . c) Energy diagram of the NiCp2/Fe.
The Ψ0−1,5 transitions are barely visible (Ψ0−1,Ψ05 were not experimentally observed), and
Ψ0−4 is forbidden. d) Energy eigenvalues respect to the exchange coupling J(z).

The term Ŝ
⃗
Fe accounts for the spin vector of the S = 3/2 Fe atom on Cu(100), DNc

and Ŝ
⃗
nc represent nickelocene’s S = 1 magnetic anisotropy and spin vector, and J is an

exchange-coupling parameter. The adsorbed Fe atom did not exhibit any IETS feature in

the probed bias range at 2.4 K. For extracting the magnetic anisotropy, DFT calculations

were performed for a Fe atom adsorbed in the hollow site of Cu(100) (with C4v symmetry).

These calculations provided a magnetic moment of < ms >= 3.4µB and an effective spin of
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Figure 2.11: a), b) Energy diagrams representing the spin states of the Fe on Cu(100) and
the nickelocene functionalized tip respectively according to their magnetic anisotropy sign
(DNi > 0, DFe < 0). c) Representation of a nickelocene tip and a Fe atom on Cu, correlated
by the exchange-coupling constant J which is a function of the tip-sample distance.

SFe ≈ 3/2, determined by < ms >= g
√︁

S(S + 1)µB assuming g ≈ 2 and an out-of-plane

magnetic anisotropy of unknown sign and magnitude. It’s worth noting that the magnetic

anisotropy for a Fe atom on Cu(111), as obtained by Kajetoorians et al. [75], is DFe ≈ −0.85

meV. The sign of the magnetic anisotropy, D, determines which spin conőguration is lower

in energy (in absolute value): D < 0 favors the high spin states (mFe = ±3/2), while D > 0

favors the low spin states (mNc = 0) (Fig. 2.11).

Transitions from nickelocene’s ground state mNc = 0 to the excited states mNc = ±1

require a change in the total spin of ∆ms = 1. As the total spin must be conserved, the

allowed transitions must involve spin-ŕip events that do not change the total spin. Among

the possible transitions, Ψ0−4 (Fig. 2.10) does not conserve the total spin. Some allowed

transitions are disregarded as they are not noticeable in the spectroscopy as spin-ŕip events

between two spin states of the Fe.

The simulated evolution of the energy eigenvalues with J for the transitions Ψ0−2

and Ψ0−3 is similar to the splitting of the d²I/dV² seen in the experiment, providing a

rationalization of the spectrum (Fig. 2.10). Upon closer inspection of the experiment, as

there is no spectroscopic evidence of a spin-ŕip transition Ψ0−1, the authors suggest that
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the thermal energy kbT ≈ 0.2 meV is greater than |DFe|, so Fe is always at mFe = ±1/2

on the bare Cu(100) (high spin). For this reason, the authors justify reformulating the

Hamiltonian exchange-coupling term as an effective Zeeman splitting by disregarding

DFe: JŜz,FeŜz,Nc = gµBBZŜz,Nc. This Zeeman splitting on the mNc = ±1 peaks has

an exponential decay with the tip-sample distance Z of e−Z/a, where a ≈ 34 pm, to

explain the decreasing splitting with the tip-sample distance. Using a DFT-calculated

effective spin of < SFe >≈ 1.7, the obtained exchange coupling is |J | ≈ 1.7 meV at the

shortest Z. According to their hypothesis, as |DFe| >> |J |, the Heisenberg interaction

is indistinguishable from an Ising interaction, making it impossible to assign J a ferro or

antiferromagnetic character.

Departing from here, I utilized these results to run the simulation based on the Heisenberg

Hamiltonian complemented with the cotunneling theory described in the Theoretical

Methods part. This simulation (Fig. 2.10 ), obtained with DFe = −1.2 meV and J(Z) = 0.8

meV with a Z decay of a = 3 Å, shows the mildness of the Ψ0−1 transition, easy to overlook

in their experiment, after assuming a coupling strength of 1:3 favoring the Fe atom. This

implies that the Ψ0−1 transition may have been present in Verlhac’s work but disregarded.

Their assumption about the anisotropy being lower than the thermal broadening may not

be correct, looking at the information about the current that the cotunneling provides. This

ultimately implies that the system cannot be simpliőed as an effective magnetic őeld, as the

exchange coupling and the coupling strength play a signiőcant role. As a őnal remark, note

that while transition Ψ0−4 is forbidden, Ψ0−5 is not, but it is invisible in the experiments

and our simulation. As transition Ψ0−5 implies going from ms = ±3/2 to ms = ±5/2,

and the selection rules only allow ∆ms = 0,±1, only half of the possible transitions are

allowed. This causes a dramatic reduction of tunneling current compared to the other

allowed transitions, and the Ψ0−5 feature becomes invisible in the conductance plot.

Although our model seems to provide more information about the current, it does not
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Figure 2.12: Asymmetries on the IETS of the nickelocene-Fe system.[63] a) Fe atom (red)
and nickelocene functionalized tip (Fe atom mFe = −3/2 spin point downwards). b),c) Spin-
dependent transmission T from |0;±3/2⟩ to |1;−3/2⟩ (antiparallel) and |−1;−3/2⟩ (parallel)
(Ψ0−3,Ψ0−2). e),f) Opposite conőguration with mFe = −3/2 depicting the transitions from
|0;±3/2⟩ to |−1; 3/2⟩ (antiparallel) and |1; 3/2⟩ (parallel) (Ψ0−2,Ψ0−3).
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offer any insight into the peak’s asymmetry. Verlhac et.al. explained this as a tunneling

magnetoresistance effect[23] that polarizes the current depending on the states the electrons

are tunneling from. As the Fe on Cu(100) possesses out-of-plane magnetic anisotropy and

there is no external magnetic őeld affecting the system, the mFe = ±3/2 is parallel to the

perpendicular axis (Z), pointing up or down, respectively. This leads to an asymmetry in

the Fe ground state, as the density of states has a spin imbalance favoring the electrons

whose spin has the same orientation as mFe = ±3/2. As the polarized electrons from the

Fe atom tunnel to the nickelocene’s mNc = ±1, the transmission is lower for antiparallel

spin conőgurations. This translates into different transmission factors T for each spin

conőguration in Ψ0−2 and Ψ0−3 transitions (Fig. 2.12), averaging a spin asymmetry of

η = 23%, explaining the peak asymmetry in the IETS.

Probing and imaging spin interactions with a magnetic single-molecule sensor

In the same spirit, Czap et.al [49] performed another height dependence measurement with

a nickelocene functionalized tip on a nickelocene adsorbed on an Ag(110) surface under

a magnetic őeld of 1 T oriented in the out-of-plane direction, proposing a very similar

Heisenberg Hamiltonian to interpret the coupling between both NiCp2:

Ĥ = gµBBz(Ŝz1 + Ŝz2) +D1Ŝ
2

z1 +D2Ŝ
2

z2 + JŜ
⃗
1 · Ŝ⃗ 2 (2.12)

The dim = 9 spin operators for both Ŝ
⃗
1,2 nickelocene molecules are:

Ŝ
⃗
1 = ℏ(σ̂1

x ⊗ I3, σ̂
1

y ⊗ I3, σ̂
1

z ⊗ I3) = (Ŝ1,x, Ŝ1,y, Ŝ1,z) (2.13)

Ŝ
⃗
2 = ℏ(I3 ⊗ σ̂1

x, I3 ⊗ σ̂1

y, I3 ⊗ σ̂1

z) = (Ŝ2,x, Ŝ2,y, Ŝ2,z) (2.14)

Where I3, σ̂
1

x,y,z are the dim = 3 identity and S = 1 Pauli matrices respectively. J > 0
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Figure 2.13: Energy levels and transitions between the eigenstates Ψ : |m1|m2⟩ that account
for the splitting in the d²I/dV² from the two nickelocene system[49]. Ψ0−7,Ψ0−8 transitions
are forbidden by selection rules. The 1/

√
2 normalization in the mixed states is obviated.

(antiferromagnetic) and D1 = D2 ≈ 4 meV are the magnetic anisotropies also for both NiCp2.

We performed a simulation based on their parameters using the described hamiltonian plus

the cotunneling theory to simulate the actual current, obtaining a good agreement with their

experimental data (Fig. 2.14). As detailed before (See section 2.2), the electronic structure

of this system in the absence of a magnetic őeld or exchange coupling presents a single

spin-ŕip at 4 meV and a double spin-ŕip at 8 meV. As depicted in Fig. 2.13, the ground

state corresponds to |0|0⟩ which will derive in mixed states as the tip gets closer. The

exchange coupling will split the double spin-ŕip state into 1√
2
(|±1| ∓ 1⟩+ |∓1| ± 1⟩) states.

The single spin-ŕip state 1√
2
(|±1|0⟩+ |0| ± 1⟩) will also be affected by the exchange coupling

and get further degenerated by the magnetic őeld. The authors remark the impossibility of

|0|0⟩ to |±1| ± 1⟩ (∆ms = ±2) transitions as they imply breaking the ∆ms = 0,±1 spin

selection rule, and as a result, this excitation is not seen in the d²I/dV²(z) from Fig. 2.14

as another branch with E > 9 meV.

75



Figure 2.14: a,c) d²I/dV²(z) spectrum of a nickelocene tip over a nickelocene adsorbed on
Ag(110) at 1 T, 0.6 K and different tip-sample distances (Czap et.al.[49]). a) Splitting of
the single spin-ŕip energy peak 1√

2
(|±1|0⟩ ± |0| ± 1⟩). The exchange coupling beaks the

degeneracy by a factor of J that scales with Z. b) Splitting of the double spin-ŕip energy
peak 1√

2
(|±1| ∓ 1⟩±|∓1| ± 1⟩) the exchange coupling breaks the degeneracy by lowering the

energy only from the (+) state. The (-) state stays unaltered. b,d) d²I/dV²(z) simulations.
The exchange coupling at the minimum tip-sample distance is J = 1.3 meV and decays
with height at a a = 1 Å rate. Parameters: 0.6 K, 1 T, 750 pm tip retraction, DNc = 4
meV and the coupling strength was 1:3 favoring the surface nickelocene. e) Representation
of a nickelocene functionalized tip approaching another nickelocene molecule on Ag(110)
surface.
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2.2 The Cobaltocene molecule

Although this thesis mainly focuses on the utilization of the nickelocene as a magnetic

sensor, the cobaltocene (CoCp2) has been studied by means of STM[46] and employed for

magnetic sensing as well[53]. It has metallocene structure and a Co metal center with only

one unpaired electron shared by two e∗1g orbitals (Fig. 2.1) making the CoCp2 a S = 1/2

molecule. dI/dV spectrum on a cobaltocene over a Cu substrate yields a strong peak around

the Fermi energy that is the őngerprint of a Kondo resonance between the unpaired electron

and the singly occupied orbital of the cobaltocene with TK = 4.3 K, as detailed in [46, 53]

and shown in Fig. 2.15.

Figure 2.15: a) dI/dV from a CoCp2 on Cu(100) at different temperatures to prove the
Kondo character of the peak[53]. b) dI/dV with a cobaltocene tip over Cu(111) (red) and a
nickelocene deposited on Cu(111) (brown) measured at 1.2 K. The nickelocene’s square ±4
meV dip gets ’pointy’ under the cobaltocene’s inŕuence.

It is possible to functionalize an STM tip with a cobaltocene and perform STS to

exchange-couple its single electron with the sample’s electrons and evaluate the decay of this

exchange with the tip-sample distance variation in the same manner as with the nickelocene.

The main difference, apart from the electronic structure, is the aggressive response of the

cobaltocene to Au or Ag substrates. The cobaltocene gets decomposed when deposited on

these substrates, and even the thin Au or Ag coating of the tip may inŕuence cobaltocene
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Figure 2.16: a) dI/dV(z) with a CoCp2 probing a Fe atom on Cu(100) at 2.4K as the tip
sample distance increases[53]. b) d²I/dV²(z) current simulation with a modiőcation of the
Python script for a cobaltocene molecule[76]. The parameters are: S = 3/2, 2.5 K, 1:3
coupling strength favoring the Fe, D[0,0,-1.2] meV as utilized in the nickelocene simulation,
an exchange coupling of J = 2 meV at the closest distance and a decay constant of a = 4 Å
for a 0.6 Å tip retraction as in the experiment.

decomposition when scanning, making it mandatory to have a Cu-coated tip and a Cu

sample to utilize the CoCp2. The mechanism of this reaction of the molecule to the tip and

substrate remains unknown and it could be an interesting subject of study.

To further understand its utilization let us analyze Garnier et.al. work[53] characterizing

a S = 3/2 Fe atom deposited on a Cu(100) substrate (the same system prepared for the

nickelocene measurement by Verlhac et.al. [63]).

The rationalization proposed by Garnier et. al.[53] consist of a simpliőcation of the

Heisenberg Hamiltonian by considering again an effective magnetic őeld that causes the

d²I/dV² peaks to split by Zeeman effect when approaching the cobaltocene tip to the Fe

atom H = gµBeffSz,Fe. For comparison, let us examine the system using a more complete

two-site Heisenberg Hamiltonian and implementing the cotunneling to obtain a simulation

of the current. The Heisenberg Hamiltonian is:
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Ĥ = DFeŜ
2

Fe,z + JŜ
⃗
Cc · Ŝ⃗ Fe (2.15)

The dim = 8 spin operators for both the molecule and the cobaltocene Ŝ
⃗
Fe, Ŝ

⃗
Cc are:

Ŝ
⃗
Cc = ℏ(σ̂1/2

x ⊗ I4, σ̂
1/2
y ⊗ I4, σ̂

1/2
z ⊗ I4) = (ŜCc,x, ŜCc,y, ŜCc,z) (2.16)

Ŝ
⃗
Fe = ℏ(I2 ⊗ σ̂3/2

x , I2 ⊗ σ̂3/2
y , I2 ⊗ σ̂3/2

z ) = (ŜFe,x, ŜFe,y, ŜFe,z) (2.17)

DFe is the magnetic anisotropy of the Fe atom and J is the exchange coupling parameter

as a function of the tip sample distance z. Fig. 2.16 showcases the experimental dI/dV(z) at

different heights, which shows a peak splitting of the original Kondo peak as the cobaltocene

tip approaches the Fe. Besides it, the current simulation is displayed showing the d²I/dV²(z)

and the peak splitting in agreement with the experiments. Some other transitions are

barely visible in the upper part of the plot, suggesting the presence of more transitions

hindered by the experiment resolution (especially considering the low energy resolution of

the dI/dV compared to d²I/dV²) that our model provides. This result is analogous to the

result obtained by the nickelocene tip, which proves the adequacy of the cobaltocene tip

as an spin sensor as well. Note that the cobaltocene molecule may be especially useful for

systems with magnetic transitions very close to the Fermi energy as it boosts the current

by its Kondo peak in that regime, opposing the nickelocene’s tendency of hindering signals

lower than its ±4 meV dip that gets overshadowed by the difference of current in and out

the energy gap.

So far, the cobaltocene has been successfully modeled as a single spin site of S = 1/2..

However, the measured d²I/dV² peaks do not experiment any renormalization as the

cobaltocene gets closer to a nickelocene deposited on Cu(111), as one would expected. The

only noticeable effect of the cobaltocene tip on the measurement results in a sharpening of
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Figure 2.17: d²I/dV²(z) of a nickelocene on Cu(111) measured with a cobaltocene function-
alized tip varying the tip sample distance z. There is no renormalization of the ±4 meV
nickelocene peaks when approaching the S = 1 nickelocene. 0 pm = closest distance. (See
the "Experimental Details" section for a detailed explanation of the colormap). T=1.3 K,
Bz = 3 T.

the nickelocene gap (Fig. 2.15). A different theoretical approach may be needed to fully

understand the experimental STS from a cobaltocene tip in determined systems where the

assumptions made for the nickelocene do not work. As seen in Fig. 2.1, the cobaltocene

molecule has one unpaired electron that is shared by two active d orbitals. This hints

at a possible fundamental limitation for the spin model so far discussed. To go beyond

this shortcoming, we should at least construct a two-sites model for the tip and account

explicitly for the charge transfer in the cotunneling simulation (not implemented so far).

This can explain the failure of our current model to reproduce the interaction between a

nickelocene and a cobaltocene tip (Fig. 2.17), which according to the spin cotunneling

model should be equal to the case of a nickelocene approaching a single unpaired electron

in one orbital.
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2.3 Experimental details

Figure 2.18: Nickelocene and cobaltocene molecules are kept in glass crucibles in static
vacuum at RT conditions. Once the gate of one crucible is open to the preparation chamber
pressure (8e-8mBar) the pressure increase to 1e-5mBar. When the pressure is stable, the
molecules are dosed by a gate valve or a leak valve into the STM chamber, where they
adsorb onto the <10K sample.

The SPM experiments were conducted using a commercial low-temperature (1.2 K)

STM/nc-AFM microscope with a Specs-JT Kolibri sensor of f ≈ 1 MHz. The spectroscopies

were performed with a lock-in ampliőer with a 0.5 mV amplitude and 723 Hz oscillation

frequency. The nickelocene molecule in the gas phase was deposited onto the prepared

sample in the microscope head from a glass crucible with solid powder nickelocene kept at

room temperature and static vacuum (Fig. 2.18). As the NiCp2 and CoCp2 molecules are

volatile at room temperature in a vacuum, they can be directly dosed into the microscope

like a regular gas. To dose it, a leak valve connecting the tantalum pocket to the microscope

was utilized. The deposition time lasts 1 s at 1e-5 mbar pressure, which in our setup

corresponds to 20-50 molecules per 100 nm². This amount hugely depends on the geometry

of the evaporation ports and the evaporation-sample distance. Once the metallocene is

on the sample, it must be kept below 4 K; otherwise, it diffuses to the step edges. Some
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Figure 2.19: a) nc-AFM ∆f(z) spectroscopy of a nickelocene tip on Au(111) while pressing
it onto the surface. The grey highlighted area shows 100 pm of z retraction from the closest
position utilized to take d²I/dV²(z) series in height, being the assumed tip-sample distance
3 at the minima position, where the repulsion regime starts. b,c) 100x100 nm² images
(100 mV, 10 pA) of an Au(111) sample with Dy atoms before b) and after c) depositing
nickelocene at 4 K. NiCp2 appear like characteristic punctual tip-collisions as white dots
and white stripes corresponding to a dragging event.

metallocenes can still be found after keeping the sample at 80 K, but they fully desorb at

room temperature. Note that the cobaltocene has only been successfully deposited on Cu

substrates.

Prior to tip functionalization, the symmetry of the metallic tip apex needs to be

conőrmed by scanning a metallocene and obtaining its characteristic ring shape. Usually,

the tip gets functionalized spontaneously by scanning at a low current (>100 mV) and

a bias setpoint of >50 pA (Fig. 2.19). When the tip gets functionalized, the apparent

STM height increases by 4 Å. The usual picking method consists of pressing on top of

the metallocene at low bias (1-5 meV) until it functionalizes the tip causing an abrupt

change of current. The nickelocene in particular can also be picked up in a controlled way

by scanning over the selected molecule at 4 mV with a low current setpoint >10 pA and

carefully increasing the setpoint until the nickelocene jumps to the tip. Metallocenes can

functionalize the tip in slightly different conőgurations that can cause instabilities when

probing molecules with it. To ensure reproducible functionalization, the metallocene must
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Figure 2.20: Different representations of a height dependent d²I/dV²(z) IETS fo a nick-
elocene tip on Au(111). a) Color map translating the d²I/dV² values to a color scale
(black=negative, yellow=positive) for each z height. b) Plain d²I/dV²(z) curves (red=closer
tip sample distance). c) Both plots together.

rest in a stable conőguration and provide its benchmark dI/dV ±4 mV step on a metallic

substrate. The stability of the functionalized tip was evaluated by AFM ∆f(z) spectroscopy

by approaching the tip to the closest distance of the measurement’s range and retracting

it while recording the frequency shift channel to obtain the Lenard-Jones-like curve (Fig.

2.19) (See section 2.1). Stable tips were deőned as those that exhibited no hysteric behavior

for forward and backward ∆f(z) curves. Besides, the frequency shift z spectroscopy serves

as a mechanism to record the height and repulsion/attraction forces on the metallocene at

every step of the height-dependent IETS measurements. To visualize the data, the curves

were plotted by a Python script. Several representations were utilized (Fig. 2.20).
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Figure 2.21: Cu(111) substrate with magnetic Co nanoislands[26] (grey triangles) and NiCp2

(white dot=on top of the island/gray dot=on Cu111) deposited at 4K. a) dI/dV(z) with
the nickelocene tip approaching the Co island at B=3T, showing the extra step emerging
by Zeeman splitting reproducing the results detailed in [63]. b) d²I/dV²(z) at the same
conditions as a), showing the splitting of the peaks with the height. c) 100 x 50 nm² STM
image of the sample taken at 100 mV, 10pA current.
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Chapter 3

Magnetic systems probed with a

Nickelocene functionalized STM tip

This chapter is devoted to showcasing the nickelocene STM tip’s spin-sensing capabilities

and the subsequent rationalization of the IETS data taken in four different magnetic

systems:

• Designer magnetic topological graphene nanoribbons[77], by Song et.al, Arxiv

(2022).

• Highly-Entangled Polyradical Nanographene with Coexisting Strong Cor-

relation and Topological Frustration[78], by Song, Pinar, Matej et.al, Nature

Chemistry (2024).

• Role of the Magnetic Anisotropy in Atomic-Spin Sensing of 1D Molecular

Chains[79], by Wackerlin et.al, ACS Nano (2022).

• Tunable ferromagnetic order in 2D layers of Transition Metal Dichlorides,

by Aguirre et.al. (Submitted to Advanced Materials (2024).
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3.1 Graphene’s π-magnetism

The magnetic characteristics of carbon-based nanostructures are highly sensitive to subtle

alterations in bonding conőgurations. These structures rely on unpaired π-electrons, known

for their signiőcant chemical reactivity[80]. Nevertheless, the development of on-surface

synthesis[81ś84] enables the production of these materials[85]. The UHV conditions and the

stabilizing inŕuence of the cryogenics and substrate facilitate the synthesis of carbon-based

nanostructures, limiting chemical degradation. These structures are perfect candidates for

study by means of STM. In particular, the π-magnetism of graphene nanostructures is

often probed by STS due to its lateral resolution[86]. There are three main mechanisms

to obtain an open-shell nanographene with magnetic properties. The őrst one, also called

Class I, consists of exploiting the topological frustration of a bipartite honeycomb lattice

via sub-lattice imbalance, with the triangulene molecule being a well-known example[87ś

90]. The second mechanism, known as Class II, is another topological frustration, in this

case, of two sets of balanced honeycomb bipartite lattices, as in Clar’s goblet[85]. In

both Class I and II systems, topological frustration generates unpaired π-electrons that

can couple in several ways. The electron-electron interaction is the last mechanism to

generate π-magnetism, arising from the Coulomb repulsion of the delocalized electrons

on the honeycomb lattice, as in the rhombene nanographene[91]. All of these magnetic

graphene classes have been extensively studied by means of STM and ncAFM techniques,

making them perfect candidates for nickelocene tip IETS probing.
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3.1.1 Designer magnetic topological graphene nanoribbons

In polycyclic aromatic hydrocarbons, such as the graphene honeycomb lattice, Clar’s rule

[92ś94] establishes a connection between aromaticity and the stability of the molecule.

In graphene nanostructures, this implies that the most stable conőguration is achieved

when the aromatic resonances are maximized. In this work[77], zigzag nanographene units

(tzGNR) are fused to conform to a bigger nanographene. Clar’s rule predicts a transition

from close to an open-shell conőguration as the tzGNR units are fused together in a bigger

structure. This favors the creation of topological magnetic radicals at the edges of the

tzGNR populated by localized π-electrons. In order to investigate these molecules, an

anthracene-based unit was functionalized by Br atoms conforming the tzGNR building block.

The brominated precursor was deposited in UHV deposition by Knudsen-cell evaporation

on an Au(111) sample. The on-surface synthesis consisted of annealing the precursor to

induce Ullman coupling by dehalogenation of the Br atoms to fuse the tzGNR units, and

then cyclodehydrogenation to conform the őnal molecule. As a result, different lengths of

GRNs were observed in the STM images and characterized by ncAFM and CO/metallic tip

STS.

Figure 3.1: GNR on Au(111). a) Molecular scheme of a GNR section with a radical. b)
CO tip nc-AFM image of the GNR. c) CO tip STM constant height image at 1mV. The
bright lobes indicate a current enhancement due to the presence of the Kondo resonance
around the edge. d) dI/dV with a metallic tip taken on the edge of the GNR at different
temperatures. The Kondo peak gets broadened as the temperature increases.
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The spectroscopies yielded sharp peaks around 0 bias identiőed as Kondo resonances[95,

96] with a calculated Kondo temperature of Tk = 35 K[97], suggesting the presence of

S=1/2 unpaired electrons at the GNR edges. No spectroscopy feature was found elsewhere

on the GNR at <10 meV. To conőrm the Kondo nature of the dI/dV peak, STS at different

temperatures were performed to observe the broadening and őnal destruction of the Kondo

resonance as the temperature increased (Fig. 3.1).

To further study the S=1/2 impurity at the edges of the GNR, it was probed with a

functionalized nickelocene STM tip. Nickelocene molecules were dosed on the prepared

sample at 2.8 K and picked up with the metallic tip as described in Section 2. d²I/dV²(z)

was performed by varying the tip-sample distance at different positions on the GNR (Fig.

3.2). As expected, only those taken at the edge showed a renormalization of the nickelocene

±4 meV peaks as the tip got closer to the GNR. The evolution of the peaks with Z was

rationalized by a two-site Hubbard model composed of the nickelocene’s 3d8 shell and one

half-őlled orbital of the GNR. This model can be approximated to a two-site Heisenberg

spin model as the charge transfer is negligible (this assumption will also be taken in the

following systems). The proposed Heisenberg Hamiltonian is:

Ĥ = DNiŜ
2

Ni,z + JŜ
⃗
Nc · Ŝ⃗GNR (3.1)

The dim = 6 spin operators for nickelocene Ŝ
⃗
Nc and the radical Ŝ⃗GNR are:

Ŝ
⃗
Nc = ℏ(σ̂1

x ⊗ I2, σ̂
1

y ⊗ I2, σ̂
1

z ⊗ I2) = (ŜNc,x, ŜNc,y, ŜNc,z) (3.2)

Ŝ
⃗
GNR = ℏ(I3 ⊗ σ̂1/2

x , I3 ⊗ σ̂1/2
y , I3 ⊗ σ̂1/2

z ) = (ŜM,x, ŜM,y, ŜM,z) (3.3)

I3, I2 represent the identity matrices for spin dimensions 3 (NiCp2) and 2 (GNR), and

σ̂1

x,y,z, σ̂
1/2
x,y,z are the Pauli matrices for SNc = 1, SGNR = 1/2. DNi is the nickelocene’s
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Figure 3.2: a) Approximated energies and eigenstates Ψ after diagonalizing the Heisenberg
Hamiltonian. The exchange coupling parameter is J(t) and D stands for the nickelocene’s
magnetic anisotropy (4 meV). b,c) Experimental d²I/dV²(z) at the center (b) and the
edge (c) of the GNR taken at different heights. Only c) exhibits renormalization as the
tip gets closer to the sample. The matching colors indicate same spectroscopy height. d)
Energy evolution of the Ψ0−1 (red) and Ψ0−2 (green) transitions as a function of the hopping
parameter t with J = 0.197t. e) Calculated spectrum at t = 0.1eV after adding thermal
broadening with the assigned peaks with J = 2 meV. f) Calculated IETS at different t
matching the experimental data in c).
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Figure 3.3: Experimental (left) and simulation (right) d²I/dV²(z) with a nickelocene tip at
different tip-sample distance on the S=1/2 edge of the GNR. The simulation parameters
are: 2.5 K, J = 10 meV at the closest distance with a decay constant of a = 3 Åand 1:3
strength coupling favoring the GNR.

S = 1 out-of-plane magnetic anisotropy, and there is an inter-site hopping t(z) and

an exchange coupling parameter J(t). The procedure involves diagonalization of the

Heisenberg Hamiltonian to obtain the energy eigenvalues as a function of J and the tip-

sample distance z. In this case, the diagonalization is exact, and six energies E and

eigenfunctions Ψ are obtained for the nickelocene-GNR system as linear combinations

of the basis |mNc|mGNR⟩ : (|1|1/2⟩ , |0|1/2⟩ , |−1|1/2⟩ , |1| − 1/2⟩ , |0| − 1/2⟩ , |−1| − 1/2⟩)

(the basis vectors are implemented in this particular order by the Python script[76]). The

evolution of the energies with z and the d²I/dV²(z) simulations match perfectly with the

experimental data by assuming J = 0.197t2, conőrming the SGNR = 1/2 magnetic character

of the edge states (Fig. 3.2). Another test was run using the Python script that includes

the cotunneling theory to simulate the d²I/dV²(z) along the Heisenberg model (Fig. 3.3)

to showcase the agreement with the experimental data.
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3.1.2 Highly-Entangled Polyradical Nanographene with Coexisting

Strong Correlation and Topological Frustration

Figure 3.4: a) Precursor and OSS of the őnal product. b) Constant height STM image with
a CO tip taken at 20mV. c) dI/dV with metallic tip performed at the positions marked
over the molecule. d) d²I/dV² IETS with a metallic tip at a corner site of the molecule.

In this work[78], a nanographene molecule is designed by fusing triangulene and rhombene

molecules via on-surface synthesis (OSS) to obtain a polyradical graphene butterŕy-shaped

molecule. Its polyradical nature arises from the mix of topological frustration and electron-

electron interaction simultaneously, which results in a tetraradical nanographene whose

π-electrons are highly correlated. The precursor consists of a rhombene core decorated

with four 9-(2,6-dimethylphenyl)anthryl groups at four zigzag edges. After depositing
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the precursor by Knudsen-cell evaporation in ultra-high vacuum (UHV) on the Au(111)

substrate, it undergoes a 600 K annealing to start the cyclodehydrogenation and synthesize

the őnal product. STS characterization with a metallic tip yielded two prominent features

at -0.6 and 0.75 eV in the dI/dV localized on the edges of the graphene butterŕy, and

another two close to the Fermi energy. A closer look via d²I/dV² revealed two peaks at ±9

meV that were assigned to a spin-ŕip excitation (Fig. 3.4), in agreement with theoretical

many-body calculations using the complete active space self-consistent őeld (CASSCFN)[98]

as DFT is not appropriate for strongly correlated polyradical systems. The calculations

yield a highly correlated S=0 singlet ground state and a S=1 triplet excited state separated

by ≈ 9 meV.

Figure 3.5: Representation of a but-
terŕy molecule probed with a nick-
elocene. J1 represents the exchange
coupling of the nickelocene with one
of the radicals (red) and Dmol ac-
counts for the effective exchange cou-
pling of the four radicals (red+blue).

In order to corroborate these assumptions, the

butterŕy was IETS probed with a nickelocene tip

by performing d²I/dV²(z) at different tip-sample dis-

tances at 1.3 K (Fig. 3.6). Spectroscopies taken

over the corners of the molecule yielded a ±13 meV

feature besides the nickelocene’s ±4 meV when the

tip-sample distance was large and the exchange cou-

pling between the butterŕy and the molecule was

negligible. In this regime, the IETS ±13 meV peaks

correspond to the inelastically lost energy of a tun-

neling electron that excites both spin-ŕips from the

nickelocene (4 meV) and the molecule (9 meV), con-

őrming the previous results. As the NiCp2 tip is

brought closer to the butterŕy corners, the J starts renormalizing the spectrum.

A Heisenberg Hamiltonian is proposed to study the combined nickelocene-butterŕy

system. As the four electrons are ferro- and antiferromagnetically coupled, we assumed
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Figure 3.6: d²I/dV²(z) maps at different tip-sample distances with a nickelocene functional-
ized tip with a 25 pm decrease step over bare Au(111) (a), on the butterŕy edge (b) and
the simulation from the Heisenberg Hamiltonian energy evolution as a function of J(z).
The only visible transitions correspond to the ones from Ψ0 to Ψ1,Ψ3. Ψ0−2 is not visible
in the experiment.

the nickelocene to exchange couple with only one radical on the probed corner, whose

interaction is governed by the J(z) term and has a S1 = 1/2. Another effective interaction

term encapsulates the coupling between the radicals themselves as an out-of-plane magnetic

anisotropy Dmol factoring the square of the molecule’s spin operator in the Z direction with

Smol = 1 (Fig. 3.5):

Ĥ = DNcŜ
2

z,Nc +DmolŜ
2

z,mol − JŜ
⃗
Nc · Ŝ⃗ 1 (3.4)

The dim = 18 spin operators for nickelocene Ŝ
⃗
Nc, the molecule Ŝ

⃗
mol and the corner

electron Ŝ
⃗
1 are:

Ŝ
⃗
Nc = ℏ(σ̂1

x ⊗ I3 ⊗ I2, σ̂
1

y ⊗ I3 ⊗ I2, σ̂
1

z ⊗ I3 ⊗ I2) = (ŜNc,x, ŜNc,y, ŜNc,z) (3.5)

Ŝ
⃗
mol = ℏ(I3 ⊗ σ̂1

x ⊗ I2, I3 ⊗ σ̂1

y ⊗ I2, I3 ⊗ σ̂1

z ⊗ I2) = (Ŝmol,x, Ŝmol,y, Ŝmol,z) (3.6)
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Ŝ
⃗
1 = ℏ(I3 ⊗ I3 ⊗ σ̂1/2

x , I3 ⊗ I3 ⊗ σ̂1/2
y , I3 ⊗ I3 ⊗ σ̂1/2

z ) = (Ŝ1,x, Ŝ1,y, Ŝ1,z) (3.7)

I3, I2 represent the identity matrices for spin dimensions 3 (NiCp2, butterŕy) and 2

(radical), and σ̂1

x,y,z, σ̂
1/2
x,y,z are the Pauli matrices for SNc = Smol = 1, S1 = 1/2. DNi, Dmol

are the nickelocene’s and the butterŕy magnetic anisotropy, and there is an inter-site hopping

t(z) and an exchange coupling parameter J(t). The procedure again involves diagonalization

of the Heisenberg Hamiltonian to obtain the energy eigenvalues as a function of J and

the tip-sample distance z. The simulation from the diagonalized Heisenberg Hamiltonian

shown in Fig. 3.6 reŕects the evolution of the nickelocene and molecule d²I/dV² peaks as

the tip gets closer to the butterŕy. The most relevant states |mNc|mmol⟩ for the transitions

from the ground state Ψ0 = |0|0⟩ are Ψ1 = |±1|0⟩ ,Ψ2 = |0|1⟩ ,Ψ3 = |±1|1⟩. While

transitions Ψ0−1,Ψ0−3 are present in the experimental maps, Ψ0−2 predicted at ±9 meV is

invisible. Further analysis implementing the cotunneling theory or varying the strength of

the couplings did not explain the absence of this transition, which will be examined closely

in the future.
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3.2 1D Magnetic Polymers

Figure 3.7: STM images of CrQDI a,c) and CoQDI b,c) chains on Au(111)[99]. Scan size:
a,b) 200x200 nm² c,d) 8x2 nm². Scanning parameters: a) 100 mV, 30 pA, b) 350 mV, 30
pA c) 30 mV, 10 pA, d) -400 mV, 32 pA. e,f) correspond with the molecular diagram for
both CrQDI and CoQDI respectively.

1D organometallic chains are a category of molecular nanomagnets suitable for con-

structing single-chain magnets by altering its metallic centers to vary its magnetic properties

[100ś105]. In particular, the synthesis of >100 nm long polymers consisting of transition

metals (Fe,Ni,Cr,Co) linked by 2,5-diamino-1,4-benzoquinonediimine (QDI) on Au(111)

has been demonstrated by Santhini et.al.[99] (Fig. 3.7). These polymers exhibit interesting

magnetic properties. In this work[79], we prepared the Co and Cr derivatives to perform

a combination of averaging spectroscopic techniques (XAS, XLD and XMCD), density

functional theory (DFT) calculations, and IETS with metallic and nickelocene STM tips

were utilized to extract the spin multiplicity, magnetic anisotropy and another extra mag-

netic features. The sample preparation was identical as the utilized by Santhini et.al.[99],

consisting on a codeposition of the QDI precursor (heated at 385 K in a Knudsen cell) and
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Figure 3.9: a) Magnetic properties from XAS/XLD. b,c) energy diagrams of the Cr(II),Co(II)
ionic metal centers. Y=in plane, Z=out of plane. ms,ml correspond with the z component
of the spin and the orbital momentum in µb units (Bohr magneton).

the metal atom (Co or Cr) onto the Au(111) substrate at 570 K. The XAS/XLD data

processed with the optimized multiplet software MultiX[100] yields the magnetic properties

shown in Fig. 3.9a). Both derivatives have the (II) ionic metal centers in a 3d occupation

and a high spin conőguration: SCo ≈ 3/2 and SCr = 2.

Figure 3.8: dI/dV with a metal-
lic tip over the metal centers (red)
and Au(111) (black). a) CoQDI
b) CrQDI (Kondo feature around 0
bias).

After acquiring information with the averaging

techniques, STS at 1.2 K and UHV conditions were

performed to measure electronic and magnetic fea-

tures with atomic precision. Fig. 3.8 shows dI/dV

curves measured with a metallic tip over the metal

centers and the substrate. While the spectroscopy

over the Co atom is featureless, the STS over the Cr

shows a peak around zero bias corresponding to an

unscreened Kondo effect[95, 96], a consequence of the

calculated SCr = 2 high spin of the Cr atom on the

chain with a Tk = 21.9 K obtained after őtting with

the Frota function [106ś108]. To obtain more mag-

netic information, IETS with the nickelocene STM

tip were performed over the metal centers and linkers.
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Figure 3.10: dI²/dV²(z) with a nickelocene tip at different tip sample distance (red=closer,
blue=farther) over the ligand (a,d) and the metal centers (b,e). (c,f) correspond to the
simulated dI²/dV² after őtting the curves and performing the calculations taking into
account the crystal őeld from the multiplet model őtted from the x-ray data, the Heisenberg
Hamiltonian and the cotunneling theory.
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dI²/dV²(z) were taken at different heights in a bias

range of ±10 mV (Fig. 3.10). No feature other than the ±4 mV peaks from the nickelocene’s

magnetic anisotropy DNiCp2 were found when probing over the ligand sites in both chains, as

expected. The spectrum only changed over the Cr sites; no renormalization was found when

approaching with the nickelocene over the Co sites. This absence of interaction between

the nickelocene and the in-plane magnetism of the Co atom is due to two contributing

factors. First, the calculated in-plane magnetic anisotropy of the CoQDI chain is ECo = 37

meV, much higher compared to the out-of-plane DNiCp2 so the spin states of the compound

system are out of the probed energy range. Secondly, the high in-plane magnetization locks

up the spin parallel to the sample surface, orthogonal to the out-of-plane excited state

of the nickelocene, making the exchange coupling negligible. In order to understand the

experimental results from the CrQDI chain, we utilized a Heisenberg Hamiltonian:

Ĥ = DNcŜ
2

z,Nc +DCrŜ
2

Cr − JŜ
⃗
Nc · Ŝ⃗ Cr (3.8)

Where DNc = 4 meV, DCr is the out-of-plane magnetic anisotropy of the Cr center,

J(t) is the exchange coupling parameter as a function of t, and the spin operators are

Ŝ
⃗
Nc = (Ŝx,Nc, Ŝy,Nc, Ŝz,Nc) and Ŝ

⃗
Cr = (Ŝx,Cr, Ŝy,Cr, Ŝz,Cr) for the nickelocene and the Cr

site respectively, with SNc = 1 and SCr = 2. Fitting the d²I/dV²(z) data, we obtained

DCr ≈ −0.23 meV and J ≈ 0.0975t, where t(z) is the hopping parameter related to the

tip-sample distance Z as shown in Fig. 3.11. The value of DCr extracted from the őtting is

different in module and sign compared to the DCr ≈ 4 meV obtained from the XAS/XLM

őtting. This can be attributed to the atomic sensitivity to the IETS on the metal centers

compared to the averaging methods that measure the magnetism of the whole polymer,

and some antiferromagnetic interaction may be present when probing with the nickelocene

tip that would change the anisotropy’s sign. Fig. 3.11 describes the eigenstates of the
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Figure 3.11: (a) Evolution of the combined nickelocene-metal center state energies respect to
the ground state E0 as a function of the hopping parameter t calculated with the Heisenberg
model. Colors in (a) correspond to the colors in (c). (b) Calculated d² I/dV² broadened
spectrum of the NiCp2 tip on a Cr atom for t = 0.06 eV with the assigned individual
peaks. (c) Eigenstates and energies of the Heisenberg model of the coupled system of the
nickelocene tip and CrQDI metal center.

diagonalized Heisenberg Hamiltonian as a function of J,DNc, DCr keeping the J terms to

J . Note that the allowed transitions are Ψ0−1,3,4,7 by the selection rules.
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3.3 2D Magnetic Materials

2D magnetic states in layered van der Waals compounds[109ś111] exhibit robust magnetic

properties[112ś115], protected from spin ŕuctuations that usually disrupt the 2D magnetic

order. Moreover, these materials have proven to have tunable magnetism and are adequate

for STM characterization as they have been sublimated by Knudsen-cell evaporation in

homogeneous layers[114, 115]. In this work yet to be published, we studied metallic

chlorides whose magnetic order persists even on a metallic substrate and can be altered

from perpendicular to in-plane by substituting the metal ion, in particular FeCl2 and NiCl2.

Figure 3.12: STM images of the dihalides on Au(111). (a) Submonolayer coverage of FeCl2
(20 pA, 3 V). (b) 1.5 monolayers of NiCl2 (10 pA, 2 V). (c) Atomic structure of the dihalides.
The metal ions (red) are embedded in the Cl lattice (green) in octahedral coordination.
(d) Energy diagram showing the splitting caused by the octahedral crystal őeld from the
triply-degenerate tg (dxy, dxz, dyz) states of FeCl2 (blue) and the doubly-degenerate eg
(dx2y2 , dz2) states of NiCl2 (red).

Both dichlorides have different magnetic properties due to their distinct crystal őeld.

This affects the metal ions: the Fe2+ has S = 2 with a mild out-of-plane magnetic

anisotropy, and Ni2+ has S = 1 and has in-plane magnetic anisotropy[116, 117] (Fig. 3.12).

After depositing the dicholirdes under UHV conditions on two different Au(111) samples,

they underwent extensive characterization by means of STM/nc-AFM, high-resolution

X-ray Photoelectron spectroscopy (HR-XPS), angle-resolved photoemission spectroscopy

(ARPES), X-ray absorption spectra (XAS), and X-ray magnetic circular dichroism (XMCD).
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Figure 3.13: Experimental values of the magnetic őeld B⃗ for saturation in the XMCD
magnetization loops.

From this characterization, we conőrmed the correct growth of the dicholirdes’ 2D structure,

forming a monolayer on the Au(111) substrate with low electronic interaction. (Fig.

3.12) The antiferromagnetic order was conőrmed in both materials after processing the

experimental data, conőrming the spin of both metal ions in the material as SNiCl2 = 1

and SFeCl2 = 2. Calculations from the XMCD experiment showed that both materials

are magnetically soft, reaching magnetization saturation at <1 T. It also conőrmed the

out-of-plane magnetic anisotropy of FeCl2, and the in-plane magnetic anisotropy of NiCl2.

Nevertheless, the magnetization of NiCl2 turns to out-of-plane after saturation under a

magnetic őeld of 0.65 T perpendicular to the sample.

All the magnetic characterization techniques employed to obtain these values are

averaging techniques. A more detailed and local characterization of the dihalides was

performed by probing them with the nickelocene functionalized tip.

The experimental procedure was identical to that in the previous sections, carried

out at 4 K, after testing the nickelocene tip on Au(111) to ensure no contamination and

checking for the expected ±4 meV peaks. Fig. 3.14 shows the experimental d²I/dV²(z) at

different heights with a metallic tip on top of the metallic ions of FeCl2 and NiCl2 (bright

blobs in the STM contrast). In the case of FeCl2, both sets of curves show a symmetric

splitting of the nickelocene’s ±4 mV peaks as the tip approaches the surface, and it does so

with and without applying a perpendicular magnetic őeld of 3 T. For NiCl2, the spectra

behave quite differently. The nickelocene peaks do not split in the absence of a magnetic

őeld but get slightly separated in energy as the tip approaches the surface. When the
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Figure 3.14:
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Figure 3.14: Experimental (a,c,e,g) and simulated (b,e,f,h) d²I/dV²(z) maps over the
dihalide metal ions (Fecl2:[a-d], NiCl2:[e-h]) with a nickelocene tip at different tip-sample
distances (same for all the maps), starting 100 pm from the dihalide’s surface and lifting the
tip up to 300 pm relative to the surface. Each IETS curve is separated by 20 pm in height.
The color scale indicates higher positive (yellow) or lower negative (blue) d²I/dV² values.
A magnetic őeld Bz = 3 T was applied in (c,d,g,h). The simulations are also performed
from 100 to 300 pm tip-sample distance, matching the tip-lift from the experiments. The
Heisenberg Hamiltonian from 3.9, the cotunneling theory and a dipolar őeld from the six
neighboring atoms (Fig. 2.9) are utilized to model the IETS. The anisotropy used in the
simulations is detailed in Table 3.1. The exchange coupling constant J(z) considered for
FeCl2 is 2.7 meV and 3.5 meV for NiCl2 at the closest distance, with a decay constant of
the exchange coupling with height of a = 0.9 Å. The dipolar őeld interaction was modeled
after considering six hexagonal sites single occupied separated by 3.4Å. The simulated
temperature is 4 K with a 1:3 coupling strength favoring the dihalides.

0 T 3 T
FeCl2 [0,0,0.13] [0,0,0.13]
NiCl2 [-0.072,0,0] [0,0,-0.072]

Table 3.1: Magnetic anisotropy [Ex, Ey, Dz] in meV for the different dihalides and Bz taken
for the simulation using the XMCD values (Fig. 3.13).

perpendicular magnetic őeld is active, the spectra completely change, showing a stronger

splitting than in the FeCl2 case, indicating full magnetization and a change in the magnetic

moment direction from parallel to perpendicular to the sample. To explain these results, a

Heisenberg Hamiltonian is proposed:

Ĥ = gµBBzŜz,MCl2 +DNcŜ
2

z,Nc+DMCl2Ŝ
2

z,MCl2
+EMCl2(Ŝ

2

x,MCl2
− Ŝ

2

y,MCl2
)+JŜ

⃗
Nc · Ŝ⃗ FeCl2

(3.9)

Where the őrst term accounts for the Zeeman splitting as described in Section 2.

Ŝ
⃗
MCl2 = (Ŝx,MCl2 , Ŝy,MCl2 , Ŝz,MCl2) is the spin operator for each corresponding dihalide

(SFeCl2 = 2, SNiCl2 = 1) (remember dim(Ŝx,y,z) = 3 · dim(σPauli)). DMCl2 , DNc are the

nickelocene’s and the dihalide’s out-of-plane magnetic anisotropy and EMCl2 is the dihalide’s

in-plane magnetic anisotropy, only active for the Bz = 3 T NiCl2 case. The magnetic
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anisotropies were utilized as shown in Table 3.1. The simulations run using the Heisenberg

model are in good agreement with the experimental data for NiCl2 without Bz (in-plane

magnetic anisotropy). Nevertheless, this model fails to describe the d²I/dV² renormalization

on FeCl2 as an exchange coupling alone. An extra contribution was proposed as a dipolar

magnetic őeld[27] (see Theoretical Framework) in order to account for the discrepancy with

the Heisenberg model in this particular case.

Fig. 3.14 shows the comparison between experimental d²I/dV²(z) maps and the

simulation, in agreement between each other. In this particular system, the nickelocene

functionalization was uitilized to obtain some more magnetic features from the dihalides.

As shown in Fig. 3.12, the monolayer of both FeCl2 and NiCl2 presents some corrugations

visible on the STM images. d²I/dV²(z) maps with the nickelocene in different locations of

a grid at the same tip-sample distances over the FeCl2 show the unequal splitting of the

nickelocene’s IETS peaks, which is a proof of some magnetic inhomogeneity on the surfaces

(Fig. 3.15).

The nickelocene tip also offered a direct proof of the magnetic saturation of the NiCl2

surface under a variable magnetic őeld. In this experiment, the tip was allocated on top of a

Ni atom of the lattice and d²V/dI²(B) were recorded at the same position and height while

increasing the Bz perpendicular to the sample (Fig. 3.16). From 0-0.5 T, the magnetic

anisotropy of the surface remained in-plane, and the nickelocene’s spectrum barely changes,

deőnitely no splitting was recorded as the in-plane magnetism is perpendicular to the

out-of-plane magnetic anisotropy of the nickelocene considerably reducing the exchange

coupling. When the threshold 0.65 T is reached, the NiCl2 magnetic anisotropy turns

to out-of-plane, aligned with the nickelocene’s and inducing a strong split that remains

constant as the magnetic őeld increases. This is in complete agreement with the results

from the XMCD and another interesting application of the nickelocene tip for characterizing

magnetic systems.
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Figure 3.15: Experimental Nickelocene tip IETS at different positions on the FeCl2 at an
external magnetic őeld of 3 T. The d²I/dV²(z) show a position dependent splitting. All
d²I/dV²(z) maps were taken starting from the same tip-sample distance determined by
ncAFM. Right: STM image with a metallic tip of the FeCl2 indicating each IETS location
(10 pA, 10.4 mV).
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Figure 3.16: Top: d²I/dV²(Bz) nickelocene tip map as a function of the magnetic őeld,
ramping from -1 T to 1 T in 0.1 T steps taken at the same Ni atom and same height
(red=positive, blue=negative IETS). Bottom: a comparison between the absolute value of
magnetization with respect to the external magnetic őeld, in normal incidence (NI) (red
dots), and the absolute value of the splitting of the nickelocene’s IETS peaks (blue line).
Saturation reached at 0.65±0.1 T.

As a őnal remark, Fig. 3.17 shows the Z spectroscopy recorded with a nickelocene tip

for every map in Fig. 3.14 to ensure the same tip lifting after compressing the NiCp2 onto

the surface and reach the repulsion regime (positive values of frequency shift). The curves

recorded demonstrates the controlled and reproducible behavior of the nickelocene tip.
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Figure 3.17: Z spectroscopy from nc-AFM frequency shift vs distance from the nickelocene
maps shown in Fig. 3.14. The shaded area indicates the lifting regime followed in the
experiments.
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Conclusions

This thesis showcases the nickelocene STM probe’s capability for magnetic character-

ization of molecular systems by determining physical variables such as spin, magnetic

anisotropy, direction of magnetization, exchange coupling strength, etc. It also provides

additional insights into studying systems whose magnetism cannot be explained solely by a

two-site Heisenberg model.

The combination of Inelastic Electron Tunneling Spectroscopy (IETS) with atomically

precise spectroscopic resolution, along with the magnetic contrast provided by the nicke-

locene tip, complements information obtained from averaging techniques such as XMCD,

XPS, XAS, ARPES, etc. It surpasses the limited magnetic information obtained from

Scanning Tunneling Spectroscopy (STS) with a metallic STM tip. As an added beneőt, it

brings to light the effect of orthogonal magnetic anisotropies on the exchange coupling and

can beneőt from the nc-AFM height determination.

The knowledge and expertise acquired in this thesis can also be applied to other

metallocenes for their use as STM magnetic sensors, such as cobaltocene (CoCp2) or

vanadocene (VCp2). Speciőcally, cobaltocene, with a spin S = 1/2, has already found

application in magnetic sensing [53], attributed to its current enhancement nature around

the Fermi energy (EF ). This contrasts with the ±4 meV dip observed in nickelocene’s dI/dV

spectrum. Such distinctions may unveil additional features or enable access to transitions

not allowed by the S=1 selection rules of nickelocene.

This thesis demonstrates the applicability of the theoretical framework used for nicke-

locene to be similar for the cobaltocene molecule, still to be fully adapted to the cobaltocene’s

electronic properties. Experimental evidence further supports its similarity in usage when
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compared to nickelocene, with the only drawback being its exclusive deposition on a Cu

sample.

As a őnal remark, nickelocene and, especially, cobaltocene may also have potential as

an Electron Spin Resonance (ESR) tip functionalization to enhance the signal or magnetic

characteristics of the probed systems [30].
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2

z is the energy corresponding to a spin ŕip from ms = 0

to ms = ±1. The spin-orbit coupling is not taken into account. . . . . . . 63

2.8 Example of a simulation employing the Heisenberg model plus the cotunneling

theory with a nickelocene tip on a S = 1 molecule without anisotropy.

Left: d²I/dV²(z) simulation curves at different Z (white) and color map

(yellow=higher positive values of d²I/dV²). The exchange coupling at the

minimum tip-sample distance is J = 1 meV (antiferromagnetic) and decays

with height at a a = 1 rate. Parameters: 1 K, 100 pm tip retraction, DNc = 4

meV and the coupling strength was 1:3 favoring the sample. Upper-right:

Energy diagram. The Ψ0−7,8 transitions are forbidden by selection rules.

Lower-right: Energy eigenvalues respect to the exchange coupling J(z).

The forbidden energy branch (red) is not visible in a). The lower red line

represents the ground state energy. The simulation effectively disregard the

forbidden transitions and assigns different weight to the energy branches. 66

2.9 Schematic representation of the two-site spin model with an antiferromagnetic

exchange interaction J acting between the center atom (green) and the

nickelocene on the tip. The dipolar őeld emerges from the neighboring atoms

(blue) conforming a regular hexagon. . . . . . . . . . . . . . . . . . . . . . 67

134



2.10 a) d²I/dV²(z) spectrum at different heights with a NiCp2 tip over a Fe

atom on Cu(100) (Verlhac et.al.[63]) b,c,d Simulations from the Heisen-

berg/cotunneling Python script[76]) b) d²I/dV²(z) simulation curves at

different Z (white) and color map (yellow=higher positive values of d²I/dV²).

The exchange coupling at the minimum tip-sample distance is J = 0.8 meV

(antiferromagnetic) and decays with height at a a = 3 rate. Parameters: 2.4

K, 50 pm tip retraction, DNc = 3.4 meV, DFe = −1.2 meV, SFe = 3/2 and

the coupling strength was 1:3 favoring the Fe atom. . c) Energy diagram

of the NiCp2/Fe. The Ψ0−1,5 transitions are barely visible (Ψ0−1,Ψ05 were

not experimentally observed), and Ψ0−4 is forbidden. d) Energy eigenvalues

respect to the exchange coupling J(z). . . . . . . . . . . . . . . . . . . . . 70

2.11 a), b) Energy diagrams representing the spin states of the Fe on Cu(100) and

the nickelocene functionalized tip respectively according to their magnetic

anisotropy sign (DNi > 0, DFe < 0). c) Representation of a nickelocene tip

and a Fe atom on Cu, correlated by the exchange-coupling constant J which

is a function of the tip-sample distance. . . . . . . . . . . . . . . . . . . . 71

2.12 Asymmetries on the IETS of the nickelocene-Fe system.[63] a) Fe atom (red)

and nickelocene functionalized tip (Fe atom mFe = −3/2 spin point down-

wards). b),c) Spin-dependent transmission T from |0;±3/2⟩ to |1;−3/2⟩

(antiparallel) and |−1;−3/2⟩ (parallel) (Ψ0−3,Ψ0−2). e),f) Opposite conőgu-

ration with mFe = −3/2 depicting the transitions from |0;±3/2⟩ to |−1; 3/2⟩

(antiparallel) and |1; 3/2⟩ (parallel) (Ψ0−2,Ψ0−3). . . . . . . . . . . . . . . . 73

2.13 Energy levels and transitions between the eigenstates Ψ : |m1|m2⟩ that ac-

count for the splitting in the d²I/dV² from the two nickelocene system[49].

Ψ0−7,Ψ0−8 transitions are forbidden by selection rules. The 1/
√
2 normaliza-

tion in the mixed states is obviated. . . . . . . . . . . . . . . . . . . . . . . 75

135



2.14 a,c) d²I/dV²(z) spectrum of a nickelocene tip over a nickelocene adsorbed

on Ag(110) at 1 T, 0.6 K and different tip-sample distances (Czap et.al.[49]).

a) Splitting of the single spin-ŕip energy peak 1√
2
(|±1|0⟩ ± |0| ± 1⟩). The

exchange coupling beaks the degeneracy by a factor of J that scales with Z.

b) Splitting of the double spin-ŕip energy peak 1√
2
(|±1| ∓ 1⟩± |∓1| ± 1⟩) the

exchange coupling breaks the degeneracy by lowering the energy only from

the (+) state. The (-) state stays unaltered. b,d) d²I/dV²(z) simulations.

The exchange coupling at the minimum tip-sample distance is J = 1.3 meV

and decays with height at a a = 1 Å rate. Parameters: 0.6 K, 1 T, 750

pm tip retraction, DNc = 4 meV and the coupling strength was 1:3 favoring

the surface nickelocene. e) Representation of a nickelocene functionalized tip

approaching another nickelocene molecule on Ag(110) surface. . . . . . . . 76

2.15 a) dI/dV from a CoCp2 on Cu(100) at different temperatures to prove the

Kondo character of the peak[53]. b) dI/dV with a cobaltocene tip over

Cu(111) (red) and a nickelocene deposited on Cu(111) (brown) measured

at 1.2 K. The nickelocene’s square ±4 meV dip gets ’pointy’ under the

cobaltocene’s inŕuence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

2.16 a) dI/dV(z) with a CoCp2 probing a Fe atom on Cu(100) at 2.4K as the

tip sample distance increases[53]. b) d²I/dV²(z) current simulation with

a modiőcation of the Python script for a cobaltocene molecule[76]. The

parameters are: S = 3/2, 2.5 K, 1:3 coupling strength favoring the Fe, D[0,0,-

1.2] meV as utilized in the nickelocene simulation, an exchange coupling of

J = 2 meV at the closest distance and a decay constant of a = 4 Å for a

0.6 Å tip retraction as in the experiment. . . . . . . . . . . . . . . . . . . 78

136



2.17 d²I/dV²(z) of a nickelocene on Cu(111) measured with a cobaltocene func-

tionalized tip varying the tip sample distance z. There is no renormalization

of the ±4 meV nickelocene peaks when approaching the S = 1 nickelocene. 0

pm = closest distance. (See the "Experimental Details" section for a detailed

explanation of the colormap). T=1.3 K, Bz = 3 T. . . . . . . . . . . . . . 80

2.18 Nickelocene and cobaltocene molecules are kept in glass crucibles in static

vacuum at RT conditions. Once the gate of one crucible is open to the

preparation chamber pressure (8e-8mBar) the pressure increase to 1e-5mBar.

When the pressure is stable, the molecules are dosed by a gate valve or a

leak valve into the STM chamber, where they adsorb onto the <10K sample. 81

2.19 a) nc-AFM ∆f(z) spectroscopy of a nickelocene tip on Au(111) while pressing

it onto the surface. The grey highlighted area shows 100 pm of z retraction

from the closest position utilized to take d²I/dV²(z) series in height, being the

assumed tip-sample distance 3 at the minima position, where the repulsion

regime starts. b,c) 100x100 nm² images (100 mV, 10 pA) of an Au(111)

sample with Dy atoms before b) and after c) depositing nickelocene at 4 K.

NiCp2 appear like characteristic punctual tip-collisions as white dots and

white stripes corresponding to a dragging event. . . . . . . . . . . . . . . . 82

2.20 Different representations of a height dependent d²I/dV²(z) IETS fo a nick-

elocene tip on Au(111). a) Color map translating the d²I/dV² values to a

color scale (black=negative, yellow=positive) for each z height. b) Plain

d²I/dV²(z) curves (red=closer tip sample distance). c) Both plots together. 83

137



2.21 Cu(111) substrate with magnetic Co nanoislands[26] (grey triangles) and

NiCp2 (white dot=on top of the island/gray dot=on Cu111) deposited at 4K.

a) dI/dV(z) with the nickelocene tip approaching the Co island at B=3T,

showing the extra step emerging by Zeeman splitting reproducing the results

detailed in [63]. b) d²I/dV²(z) at the same conditions as a), showing the

splitting of the peaks with the height. c) 100 x 50 nm² STM image of the

sample taken at 100 mV, 10pA current. . . . . . . . . . . . . . . . . . . . 84

3.1 GNR on Au(111). a) Molecular scheme of a GNR section with a radical. b)

CO tip nc-AFM image of the GNR. c) CO tip STM constant height image at

1mV. The bright lobes indicate a current enhancement due to the presence

of the Kondo resonance around the edge. d) dI/dV with a metallic tip taken

on the edge of the GNR at different temperatures. The Kondo peak gets

broadened as the temperature increases. . . . . . . . . . . . . . . . . . . . 87

3.2 a) Approximated energies and eigenstates Ψ after diagonalizing the Heisen-

berg Hamiltonian. The exchange coupling parameter is J(t) and D stands for

the nickelocene’s magnetic anisotropy (4 meV). b,c) Experimental d²I/dV²(z)

at the center (b) and the edge (c) of the GNR taken at different heights.

Only c) exhibits renormalization as the tip gets closer to the sample. The

matching colors indicate same spectroscopy height. d) Energy evolution of

the Ψ0−1 (red) and Ψ0−2 (green) transitions as a function of the hopping

parameter t with J = 0.197t. e) Calculated spectrum at t = 0.1eV after

adding thermal broadening with the assigned peaks with J = 2 meV. f)

Calculated IETS at different t matching the experimental data in c). . . . 89

138



3.3 Experimental (left) and simulation (right) d²I/dV²(z) with a nickelocene

tip at different tip-sample distance on the S=1/2 edge of the GNR. The

simulation parameters are: 2.5 K, J = 10 meV at the closest distance with a

decay constant of a = 3 Åand 1:3 strength coupling favoring the GNR. . . 90

3.4 a) Precursor and OSS of the őnal product. b) Constant height STM image

with a CO tip taken at 20mV. c) dI/dV with metallic tip performed at the

positions marked over the molecule. d) d²I/dV² IETS with a metallic tip at

a corner site of the molecule. . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.5 Representation of a butterŕy molecule probed with a nickelocene. J1 repre-

sents the exchange coupling of the nickelocene with one of the radicals (red)

and Dmol accounts for the effective exchange coupling of the four radicals

(red+blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.6 d²I/dV²(z) maps at different tip-sample distances with a nickelocene func-

tionalized tip with a 25 pm decrease step over bare Au(111) (a), on the

butterŕy edge (b) and the simulation from the Heisenberg Hamiltonian en-

ergy evolution as a function of J(z). The only visible transitions correspond

to the ones from Ψ0 to Ψ1,Ψ3. Ψ0−2 is not visible in the experiment. . . . 93

3.7 STM images of CrQDI a,c) and CoQDI b,c) chains on Au(111)[99]. Scan

size: a,b) 200x200 nm² c,d) 8x2 nm². Scanning parameters: a) 100 mV, 30

pA, b) 350 mV, 30 pA c) 30 mV, 10 pA, d) -400 mV, 32 pA. e,f) correspond

with the molecular diagram for both CrQDI and CoQDI respectively. . . . 95

3.9 a) Magnetic properties from XAS/XLD. b,c) energy diagrams of the Cr(II),Co(II)

ionic metal centers. Y=in plane, Z=out of plane. ms,ml correspond with

the z component of the spin and the orbital momentum in µb units (Bohr

magneton). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

139



3.8 dI/dV with a metallic tip over the metal centers (red) and Au(111) (black).

a) CoQDI b) CrQDI (Kondo feature around 0 bias). . . . . . . . . . . . . . 96

3.10 dI²/dV²(z) with a nickelocene tip at different tip sample distance (red=closer,

blue=farther) over the ligand (a,d) and the metal centers (b,e). (c,f) corre-

spond to the simulated dI²/dV² after őtting the curves and performing the

calculations taking into account the crystal őeld from the multiplet model

őtted from the x-ray data, the Heisenberg Hamiltonian and the cotunneling

theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.11 (a) Evolution of the combined nickelocene-metal center state energies respect

to the ground state E0 as a function of the hopping parameter t calculated

with the Heisenberg model. Colors in (a) correspond to the colors in (c). (b)

Calculated d² I/dV² broadened spectrum of the NiCp2 tip on a Cr atom for

t = 0.06 eV with the assigned individual peaks. (c) Eigenstates and energies

of the Heisenberg model of the coupled system of the nickelocene tip and

CrQDI metal center. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.12 STM images of the dihalides on Au(111). (a) Submonolayer coverage of

FeCl2 (20 pA, 3 V). (b) 1.5 monolayers of NiCl2 (10 pA, 2 V). (c) Atomic

structure of the dihalides. The metal ions (red) are embedded in the Cl

lattice (green) in octahedral coordination. (d) Energy diagram showing the

splitting caused by the octahedral crystal őeld from the triply-degenerate

tg (dxy, dxz, dyz) states of FeCl2 (blue) and the doubly-degenerate eg (dx2y2 ,

dz2) states of NiCl2 (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.13 Experimental values of the magnetic őeld B⃗ for saturation in the XMCD

magnetization loops. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.14 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

140



3.15 Experimental Nickelocene tip IETS at different positions on the FeCl2 at an

external magnetic őeld of 3 T. The d²I/dV²(z) show a position dependent

splitting. All d²I/dV²(z) maps were taken starting from the same tip-sample

distance determined by ncAFM. Right: STM image with a metallic tip of

the FeCl2 indicating each IETS location (10 pA, 10.4 mV). . . . . . . . . . 105

3.16 Top: d²I/dV²(Bz) nickelocene tip map as a function of the magnetic őeld,

ramping from -1 T to 1 T in 0.1 T steps taken at the same Ni atom and

same height (red=positive, blue=negative IETS). Bottom: a comparison

between the absolute value of magnetization with respect to the external

magnetic őeld, in normal incidence (NI) (red dots), and the absolute value of

the splitting of the nickelocene’s IETS peaks (blue line). Saturation reached

at 0.65±0.1 T. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.17 Z spectroscopy from nc-AFM frequency shift vs distance from the nickelocene

maps shown in Fig. 3.14. The shaded area indicates the lifting regime followed

in the experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

0.18 Signal connections and voltage dividers for a Standford SR380 lock-in [118]. 149

0.19 Sputtering (left) and annealing (right) setups. . . . . . . . . . . . . . . . . 154

0.20 SPM images of an Au(111) crystal before (left) and after sputtering (right).

The surface gets defected by the Ar+ ion bombardment. . . . . . . . . . . 154

141



0.21 2x2 nm² nc-AFM high resolution images of a process of a polyaromatic

hydrocarbon ring dehydrogenation by bias pulsing with a CO functionalized

tip. The white dots correspond to the H atoms protruding upwards. The

top left image correspond to the original hydrogenated molecule, and the

dehydrogenation ends on the right bottom image, where no H is left and

the molecule planarizes on the Au(111) substrate. To dehydrogenate the

molecule, the CO tip was located on top of the H and the bias was increased

to 2.5-3 V keeping the current below 400pA. . . . . . . . . . . . . . . . . . 156

0.22 Eigenvectors Ψ as columns of the matrix offered by the Python script[76].

The numbers 0-8 correspond with the basis vectors from 2. The coefficients

are rounded from their original output value. . . . . . . . . . . . . . . . . . 159

0.23 Nickelocene dI²dV² simulations with the Python script[76] employing the

Heisneberg model and the cotunneling theory. a) Zeeman splitting of the sin-

gle nickelocene spectrum , the rest correspond to simulations of measurements

of impurities with different spin S. Default parameters: T=1 K, J = 1.5

meV antiferromagnetic exchange coupling at the closest distance, 1.5 Åtip

retraction, z decay a = 1 Å, a coupling strength favoring the impurity 1:3 and

0T magnetic őeld in the z direction. Parameters not present in the titles are

set as default. In d) the coupling strength favors the nickelocene 5:3. D,E

are the out-of-plane and in-plane anisotropies. Color map: yellow=higher

positive value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

142
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Ag Silver

ARPES Angle Resolved Photoemission Spectroscopy
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CO Carbon monoxide
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ESR Electron Spin Resonance
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LDOS Local density of states

LN2 Liquid nitrogen
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nc-AFM Non-Contact Atomic force microscopy
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OSS On-surface synthesis
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STS Scanning tunnelling spectroscopy
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Attachments

A.1 Lock-in setup

Apart from the generalities described in Section 1.6 for a lock-in ampliőer, there are

other important parameters to be taken into account like the input/output connections,

sensitivity, gain and the dynamic reserve (some parameters for the Standford SR830 lock-in

will be used as reference [36, 40, 41, 118]).

Figure 0.18: Signal connections and voltage dividers for a Standford SR380 lock-in [118].

The lock-in input signal is the current signal, and the output signals are the modulation,

X, and Y signals (Fig. 0.18). The ampliőed current signal can be diminished by a voltage

divider as a measure of protection (the lock-in accepts input signals with a maximum of

10 V). It is often őltered before the lock-in input connection to avoid external noise. The

modulation signal must have the desired oscillation amplitude, which usually ranges between

1-10 mV; nevertheless, it may be set up to 10-100 mV to preserve the modulation signal
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from losses through the cable. Another voltage divider lowers the modulation amplitude

before it is injected into the bias signal, which will be modulated with the desired amplitude

value. This signal can also be extra-őltered to avoid noise in the injection process.

The ampliőcation or gain provided by the lock-in is split into two components: AC gain

before the lock-in operations and DC gain following the lock-in phase detection. The AC

gain ampliőes the input signal’s amplitude, while the DC gain ampliőes the DC output.

The gain is directly related to the lock-in’s sensitivity as 10V/sensitivity (10V is a typical

maximum for the gain full scale DC output). Normally, the sensitivity ranges between 2nV

to 1V. Higher sensitivity means the lock-in can detect weaker input amplitudes. The key is

to strike a balance between sensitivity and noise, ensuring that one has sufficient sensitivity

to detect the signal while keeping noise at acceptable levels, while higher sensitivity leads to

a lower gain. Too small sensitivity will lead to an excess of ampliőcation that will saturate

the ampliőer’s signal. The dynamic reserve is an indication of the lock-in’s resistance to

noise at frequencies away from the reference signal. It is given by DM = 20 log10(Vn/Vs),

where Vs is the signal’s amplitude of interest and Vn is the amplitude of the noise signal.

While the total gain is set by the sensitivity, the distribution of the AC and DC gain is

set by the reserve. In the case of the Stanford SR830, the dynamic reserve recommended

for measuring from 100nV to 5mV is 60 dB (HIGH); more reserve can increase the noise

levels. To convert between volts per input (linear) to decibel (logarithmic) ampliőcation,

this expression can be utilized: Gain (dB) = 20log10(Voltage Ratio). The lock-in has a

digital low-pass őlter [118] that prevents the noise and the modulation signal from spoiling

the data acquisition. Usual values are 6, 12, 18, and 24 dB/oct rolloff. A dB/oct rolloff

refers to the rate at which the signal’s amplitude changes as the frequency increases or

decreases. For example, in a őlter with a 12 dB/octave rolloff, the signal level decreases by

12 decibels for every octave (double the frequency) increase. The frequency of oscillation

should be lower than the cutoff frequency fcutoff , and in this case, it is also limited by the
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hardware to process the signal (Nanonis), so it is better to keep it below 1kHz. The őlter

has usual values for time constants from 10s to 30Ks. Finally, the acquisition or integration

time taq should be set properly to allow the őlter to fully cancel the noise. It refers to the

time it takes for a lock-in ampliőer to synchronize with a reference signal. Higher frequency

signals may allow for quicker acquisition of the measurement, but this also depends on

the lock-in ampliőer’s bandwidth (cutoff). The őlter settings on the lock-in ampliőer can

inŕuence acquisition time. Narrower bandwidth őlters may require longer acquisition times

but protect better against noise. Also, the amplitude of the signal compared to the noise

level plays a signiőcant role in acquisition time. Stronger signals are easier to acquire

and require shorter times. For a Standford SR830 lock-in, the acquisition times should

be 2 cycles + 5 ms or 40 ms, whichever is greater. The acquisition time of the software

utilized to process the signal also has to be taken into account and calculated minding

the amount of pixels/mV when performing the dI/dV . Lastly, the analog signal from the

lock-in must be converted into a digital signal to be processed by the analysis software by a

digital-to-analog converter (DAC).

Here are some general settings to tune up a lock-in [2]:

• Cutoff frequency fcutoff: Deőnes the bandwidth of the őlter. A smaller bandwidth will

have a bigger TC as it takes more time to őlter.

• Time constant TC: Should be at least three times the acquisition time (taq. = 2 cycles

+ 5 ms or 40 ms) and also three times the acquisition time per pixel of the dI/dV .

Also depends on the őlter’s orders O. More orders offer more precision but increment

the TC. A usual value is 300 ms.

TC =
O

2πfcutoff

>
3taq.

pixels
(10)

• Oscillation frequency f0: Avoid even numbers and factors of 5 and 10, as they coincide
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with the power line frequency of the electric cables. Maintain the frequency lower

than the cutoff frequency of the őlter, normally below 1 kHz. An example would be

827 Hz. To measure d2I/dV 2, f ≈ f0/2.

f0 >
10

TC
< fcutoff (11)

• Amplitude Vmod: has to be set minding the resolution of the spectroscopy (bias/pixel)

and the features to resolve. Often, the amplitude should be at least őve times lower

than the bias feature to resolve. For low-energy dI/dV like IETS below ±20 mV in

range, amplitudes of 1-0.5 mV will resolve features like Kondo peaks and spin-ŕips.

For band gap measurements from 100 mV to 2V, amplitudes of 2 to 5 mV may be

required. Higher amplitudes will smooth the signal and decrease the resolution by

smearing out the features.

Vmod >
Bias range

pixels
(12)

• Gain: The op-amp from the acquisition software (Nanonis in this case) has to be set

to a speciőc gain that will not saturate the current if performing measurements in an

open loop. Modiőcations in the current signal gain will introduce phase shifts in the

signal, so after a gain modiőcation, the lock-in must be reset. Also, the sensitivity

and reserve must be adjusted after an op-amp gain modiőcation.
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A.2 Sample preparation

Although SPM sample substrates can be made of a wide variety of materials, it is

usually a metal monocrystal (Au, Cu, Ag, Pt, etc.) polished in a particular crystallographic

plane. The standard process to clean samples in UHV and prepare them for SPM goes as

follows[119]. Initially, the surface undergoes bombardment by Ar+ ions with a sputtering

gun (Fig. 0.19) using about 1 kV for 15 minutes, although these parameters may vary

depending on the substrate and the amount of debris and impurities it presents. This action

is aimed at eliminating the topmost layers. The sputtering (ion) gun is composed of a biased

őlament that ionizes the 6× 10−5 mBar Ar atmosphere by electron bombardment and an

anode-cathode conőguration with an aperture to accelerate the plasma beam and collimate

it towards the sample. The ion gun must be aligned to focus the beam correctly on the

surface. This can be done by using 2 kV energy and 1× 10−4 mBar of Ar to create a visible

plasma beam and orient the sample accordingly. The Ar+ ions will create a small current

on the manipulator in the range of 1 − 20µA, depending on the optimal conditions and

energy applied. During the ion bombarding, the ion getter pump must be switched off or

isolated by a gate to avoid Ar poisoning. Once the sample is clean, the substrate undergoes

annealing by e-beam heating with a biased őlament to heal the defects by mobilization of

surface atoms by heat. The speciőc annealing temperature depends on the type of crystal,

typically ranging from 400°C to 600°C for 20 minutes. The electrons from the őlament will

create a small current when reaching the sample, about 5 mA, which can be the control

parameter for the annealing, apart from the high voltage bias input of 700 V.

Once the sample is clean, the object of study (generally molecular structures or single

atoms) can be deposited under room temperature conditions, on a warmed-up sample, or

in cryogenic conditions by depositing directly in the SPM chamber in UHV conditions.

The most commonly used deposition technique consists of evaporating the materials and
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Figure 0.19: Sputtering (left) and annealing (right) setups.

Figure 0.20: SPM images of an Au(111) crystal before (left) and after sputtering (right).
The surface gets defected by the Ar+ ion bombardment.
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depositing them on the surface using Knudsen-cell evaporation. The molecular evaporator

consists of a tantalum or quartz crucible where the molecules can be deposited, and a

őlament or some other element like a silicon carbide (SiC) wafer for resistive heating of

the crucible to sublimate the molecules onto the bare sample. Different deposition rates

and temperatures will result in different coverages, and by varying the sample temperature

during the deposition, the absorption, kinetics, and molecular association of the molecules

can be controlled as well. In the case of metals with a high sublimation temperature,

a metal evaporator equipped with a őlament and a high-voltage input can be used to

allow e-beam heating to increase the temperature of the materials to the required levels.

There are other techniques to prepare SPM samples, such as electrospray deposition[120]

or UHV cleaving of a layered sample[121]. Furthermore, the system can be prepared

through on-surface synthesis by catalytic Ullman coupling-like reactions[81ś84], annealing

the molecules to obtain different products [122], homocoupling[123], cyclodehydrogenation

[124], or SPM/AFM atomic manipulation[125], for example, dehydrogenation to create

radicals and derivatives (Fig. 0.21).
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Figure 0.21: 2x2 nm² nc-AFM high resolution images of a process of a polyaromatic
hydrocarbon ring dehydrogenation by bias pulsing with a CO functionalized tip. The white
dots correspond to the H atoms protruding upwards. The top left image correspond to the
original hydrogenated molecule, and the dehydrogenation ends on the right bottom image,
where no H is left and the molecule planarizes on the Au(111) substrate. To dehydrogenate
the molecule, the CO tip was located on top of the H and the bias was increased to 2.5-3 V
keeping the current below 400pA.
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A.3 Example: eigenvalues and eigenvectors for a S = 1

system with magnetic anisotropy

To obtain the energies and eigenfunctions of a S = 1 system we can utilize the following

spin Hamiltonian:

Ĥ = DŜ
2

z + E(Ŝ
2

x − Ŝ
2

y) (13)

Where D,E are the out of plane and in plane components of the magnetic anisotropy

respectively. The spin matrices can be built from the Pauli matrices for S = 1 choosing Ŝz

as the vertical axis (Ŝz |ms⟩ = ℏms) in the basis |1⟩ , |0⟩ , |−1⟩→ (1, 0, 0), (0, 1, 0), (0, 0, 1):

Ŝx, Ŝy, Ŝz =
ℏ√
2

⎛

⎜
⎜
⎜
⎜
⎝

0 1 0

1 0 1

0 1 0

⎞

⎟
⎟
⎟
⎟
⎠

,
ℏ√
2

⎛

⎜
⎜
⎜
⎜
⎝

0 −i 0

i 0 −i

0 i 0

⎞

⎟
⎟
⎟
⎟
⎠

, ℏ

⎛

⎜
⎜
⎜
⎜
⎝

1 0 0

0 0 0

0 0 −1

⎞

⎟
⎟
⎟
⎟
⎠

(14)

After the matrix’s square products, the Hamiltonian will look like:

Ĥ = ℏ
2

⎛

⎜
⎜
⎜
⎜
⎝

D 0 E

0 0 0

E 0 D

⎞

⎟
⎟
⎟
⎟
⎠

(15)

Diagonalizing this matrix |H − Iλ| = 0 provides the energies (eigenvalues) and the

secular equation (here as the time independent Schrodinger equation) Ĥ |Ψ⟩ = ϵ |Ψ⟩ the

eigenfunctions. Taking ℏ = 1 for simplicity, we obtain:
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ϵ0 = 0 |Ψ0⟩ = (0, 1, 0) → |0⟩ (16)

ϵ1 = D + E |Ψ1⟩ =
(︃

1√
2
, 0,

1√
2

)︃

→ 1√
2
(|1⟩+ |−1⟩) (17)

ϵ2 = D − E |Ψ2⟩ =
(︃

1√
2
, 0,

−1√
2

)︃

→ 1√
2
(|1⟩ − |−1⟩) (18)

If E = 0 then ϵ1 = ϵ2 and we obtain the zero őeld splitting for a S = 1 system like in

the nickelocene molecule:

ϵ0 = 0 |Ψ0⟩ = |0⟩ (19)

ϵ1,2 = D |Ψ1,2⟩ = |1⟩ , |−1⟩ (20)

This operation is automatically performed by the Python script[76]. For a system

with S = 1, D = −0.23 meV, Each eigenstate Ψ ordered by increasing energy is a linear

combination of the basis vectors.

[0] |1|1⟩
[1] |0|1⟩
[2] |−1|1⟩
[3] |1|0⟩
[4] |0|0⟩
[5] |−1|0⟩
[6] |1| − 1⟩
[7] |0| − 1⟩
[8] |−1| − 1⟩

Table 2: Ordered basis for the combined nickelocene (S=1) and M (S=3/2) system as
displayed by the Python script[76] according to the last calculated value of J .

Fig. 0.22 represents a matrix provided by the script whose columns correspond with

each eigenstate Ψ0 (ground state) to Ψ8 written by following the basis order described.
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For example, the ground state is Ψ0 = 0.9 |0|0⟩ − 0.2 |1| − 1⟩. The energy will be height

dependent as J varies with the tip-sample distance.

Figure 0.22: Eigenvectors Ψ as columns of the matrix offered by the Python script[76]. The
numbers 0-8 correspond with the basis vectors from 2. The coefficients are rounded from
their original output value.

In general, the script arranges the base vectors of the combined system |mNc|mM⟩ in

the following way: |1|mM⟩ , |0|mM⟩ , |−1|mM⟩ , |1|mM − 1⟩ |0|mM − 1⟩ , |−1|mM − 1⟩...
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A.4 Nickelocene d²I/dV²(z) example simulations
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 0.23: Nickelocene dI²dV² simulations with the Python script[76] employing the
Heisneberg model and the cotunneling theory. a) Zeeman splitting of the single nickelocene
spectrum , the rest correspond to simulations of measurements of impurities with different
spin S. Default parameters: T=1 K, J = 1.5 meV antiferromagnetic exchange coupling
at the closest distance, 1.5 Åtip retraction, z decay a = 1 Å, a coupling strength favoring
the impurity 1:3 and 0T magnetic őeld in the z direction. Parameters not present in the
titles are set as default. In d) the coupling strength favors the nickelocene 5:3. D,E are
the out-of-plane and in-plane anisotropies. Color map: yellow=higher positive value.
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