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Abstract: The 6D pose estimation is an important computer vision task with
applications in robotics, e.g. for manipulation or grasping, but also in computer
graphics and augmented reality. Given an image, the task is to estimate the 3D
rotation and 3D translation of the known object with respect to the camera. The
task is even more challenging in an uncontrolled environment, e.g. when we do
not have proper camera calibration. In that case, the focal length also needs to
be estimated with the 6D pose. In this work, we address the issues of methods
that work in such uncontrolled environments.

First, we focus on FocalPose, a state-of-the-art method for joint estimation of
object 6D pose and camera focal length. We review the method and propose
several improvements. These include (i) re-deriving and improving the 6D pose
and focal length update rule, (ii) replacing the model retrieval method, and (iii)
changing the distribution of 6D poses and focal lengths used for synthetic training
data rendering. These changes lead to improved results compared to the state-
of-the-art FocalPose method.

Second, to avoid often costly retraining of models for 6D pose estaimation, it
is beneficial to consider methods with the ability to generalize to novel objects
that have not been seen during training. These methods require a 2D bounding
box and an object identity from a 3D object database to be known at inference
time. Thus, a model-based method for novel object detection is also required. In
particular, we investigate CNOS, a method for model-based segmentation of novel
objects, that is widely used to solve the detection for 6D pose estimation. We
provide an evaluation of average recall and average precision in its two stages: the
proposal stage, which uses the Segment Anything Model to generate candidate
object locations, and the matching stage, which uses DINOv2 feature similarity
to assign confidence scores and object identities. We analyze the strengths and
weaknesses of CNOS, and discuss the potential space for improvements.

Keywords: computer vision, 6D pose estimation, uncalibrated camera, novel ob-
ject detection, visual recognition, deep learning
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Introduction

Motivation

The object pose estimation is one of the classic problems dating back to the early
days of computer vision [I}, 2, B]. The goal of the task is to estimate the pose of
objects visible in the image, i.e. 3D rotation, and 3D translation, thus also referred
to as 6D pose estimation. It has many important applications; for example, an
accurate pose of the object is essential in robot manipulation [4], grasping [5],
guiding a robot using video demonstration [6], or object tracking [7]. Other
applications include image overlaying in augmented reality, or 3D compositing in
computer graphics [8, [9]. Typically, the 6D pose estimation requires knowledge of
the 3D models of observed objects, as well as a calibrated camera. The task can
be, however, considered also in an uncontrolled environment, where we may not
know the camera calibration matrix and thus need to estimate not only the 6D
pose, but also other parameters such as the camera focal length. This setting then
allows inference on any image, e.g. image downloaded from the Internet. Another
variant of the task is the scenario, where 3D models of observed objects are
known only at inference time, but not during training, i.e. 6D pose estimation of
novel objects. As training is typically costly and requires hours or days, avoiding
retraining may be crucial in some applications.

Methods for solving all these problems typically also require known 2D loca-
tions (bounding boxes) of the objects in the images, and also the object identities
(the specific models from the 3D object database). Object pose estimation is
therefore highly interconnected with object detection, another important com-
puter vision task, where the goal is to predict the 2D bounding box of an object
in the image. To fully benefit from 6D pose estimation of novel objects, one must
also consider the object detection in the same setup, requiring the method to be
able to detect an object not seen during training, but where the 3D model of the
object is available at test time.

Goals and contributions

The goal of this thesis is two-fold. First, we look into methods for joint estimation
of object 6D pose and camera focal length. Here, the goal is to investigate the
limitations of such methods and implement an improved method that addresses
these limitations. In particular, we build on the FocalPose [10] method and
introduce our version that results in better performance. We (i) re-derive and
improve the 6D pose and focal length update rule that is used to obtain new
parameter estimates, (ii) replace the method for retrieving the 3D model of the
object seen in the image, and (iii) change the distribution of synthetic data used
for network training. Second, we look at model-based methods for the detection
of novel objects. Here, the goal is to identify limitations of current state-of-
the-art methods and to explore the possibilities for addressing them. We focus
on CNOS [1I], a novel model-based method method which uses the Segment
Anything Model [12] to generate object location proposals in the first stage and
DINOv2 [13] to match the location proposals with the object 3D models in the
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Figure 1: Typical model-based 6D pose estimation pipeline. Given an
image of an object (left) and a database of 3D models, the task is to estimate
camera-to-object 3D rotation and 3D translation. A typical pipeline consists of
two stages. In the first stage (middle), a bounding box of the object is obtained
and the 3D model of the object is retrieved from the database. Then in the second
stage (right), the 6D pose of the object is estimated.

second stage. To evaluate CNOS and identify its limitations, we perform several
experiments while mainly focusing on average recall in the first stage of CNOS
and average precision in the second. We also look at how the average recall drops
between the stages and hypothesize the reasons.

Challenges

The estimation of the the object pose without camera focal length is challenging
for many reasons. First, adding focal length as an additional parameter increases
the complexity of the optimization problem, as there are now 7 degrees of freedom.
Next, there is an inevitable ambiguity between the focal length and the distance
from the camera, as they both affect the object size in the image — an increase
in focal length results in a bigger object projection size. The only information
that can be directly used to resolve this ambiguity is the subtle change in object
appearance when using different focal lengths, and also potentially the context
of the entire scene in the image. Also, with calibrated setup, we can expect
relatively stable environment, such as similar lighting conditions, all objects of
one category having the same color or texture, etc. However, this may not be true
in an uncalibrated “in the wild” setup. For example, images downloaded from
the Internet can have a wide variety in illumination, object color and texture,
and even the shape can change slightly; e.g. one car model can be manufactured
in many different colors and with small customizable features. However, there
are even more technical problems, such as the lack of large datasets with high-
quality annotations, resulting in the need for synthetic training datasets. When
estimating the 6D pose of novel objects, the main challenge lies in the model’s
ability to generalize to these new objects. The 3D models can be reconstructed,
or, for example, provided by manufacturer, and can have large variations in shape,



texture, and color. Similar challenges apply for the model-based detection of novel
objects, as the 3D model is needed for inference. Also, the multistage pipeline of
separate detection and then estimation of 6D pose is more susceptible to errors,
as they can accumulate during the process. The accurate object detection is thus
very important for correct pose estimation.

Outline

In the Chapter [I] we discuss the related work to object pose estimation and de-
tection. Then in Chapter 2] we focus on the pose estimation with unknown focal
length, namely the FocalPose [10] method, and present our improved version Fo-
calPose++ [I4]. We experimentally demonstrate the benefits of our improved
method. In Chapter [3| we investigate the detection of novel objects, an important
problem related to the 6D pose estimation of novel objects, and perform several
experiments evaluating the state-of-the-art CNOS method [11], while separately
looking at its two stages. We conclude our work in Chapter [4 and suggest poten-
tial future work.

Publications

The work reported in Chapter [2| has been submitted to IEEE Transactions on
Pattern Analysis and Machine Intelligence as an extended version of [I0]. The
preprint of the submission is available at [14]. The overall setup of the problem
and the original FocalPose method [10] are reviewed in Sec. [2.1| of this thesis. The
extensions developed as part of this work, forming the new method FocalPose++-,
are described in Sec. and the experimental results validating these extensions
are reported in Sec. [2.3] of this thesis.

The work described in Chapter [3| is going to contribute to a manuscript on
6D pose estimation of novel objects in preparation for ECCV 2024.



1. Related work

1.1 6D pose estimation

The object pose estimation, being one of the oldest problems in computer vi-
sion [3, 2, ], has a long history. Diverse approaches have been used to solve
various variants of the task. In one of its basic forms, 6D pose estimation of
rigid objects from single-view RGB images, methods have been successfully using
2D-3D correspondences for object pose estimation, while relying on hand-crafted
image features. Recovering the pose of the object is then typically performed by
PnP and RANSAC [15], [16], or ICP [17, 18] in the case of RGB-D data. These
methods either use local invariant features [I, 19, 20, 21], or directly regress the
pose via template matching [22]. However, the former approach has problems
with texture-less objects, while the latter struggles with partially occluded ob-
jects. These methods have also been revisited with convolutional neural networks
(CNNs), using 2D features and keypoints [23] 24] 25] 26], 27, 28, 29, B0] or di-
rectly by finding 2D-3D correspondences [31), 32, [33]. Many recent state-of-the-art
methods rely on the render-and-compare strategy [34, 35, (36}, [37), B3], which aligns
pixels of the input image with a rendering of the observed object using CNN. In
this methodology, iterative refinement has been shown to be very effective. In
addition, CosyPose [37] uses a bundle adjustment technique to predict consistent
object poses in multi-view scenarios.

The render-and-compare strategy is also adaptable to other variants of the
6D pose estimation problem. FE.g. in case of uncalibrated camera, state-of-the-art
FocalPose [10] can be used to jointly estimate the focal length of the camera along
with the pose of the object. It builds on CosyPose [37] and extends it to also
predict the focal length. In theory, camera calibration techniques [38, 39, 40, [41]
42, [43], [44], 45] can also be used to estimate both the focal length and the 6D
pose. However, these require finding image correspondences in multiple images
using structured object patterns [46], (15, 45, [43], or identifying lines or vanishing
points [44] [47],[45], which makes it often impractical. Other methods establish 2D-
3D correspondences and use them to estimate the camera model and pose of the
object. Wang et al. [48] modify Faster R-CNN to predict dense correspondence
maps and use them to estimate both object pose and focal length. GP2C [49]
extends this approach into two stages, where the first stage estimates the initial
focal length and dense correspondences, and the second stage solves the PnPf
problem using non-differentiable geometric optimization. To make the model
trainable end-to-end, GCVNet [50] replaces the PnPf solver with a differentiable
approximation. In Chapter [2, we build on the state-of-the-art FocalPose and
extend it by improving the 6D pose and focal length update rule, replacing the
model retrieval method, and changing the distribution of 6D poses and focal
lengths used for rendering of synthetic training data.

6D pose of novel objects is another important variant of the problem, in which
the 3D models of the tested objects are available at inference time, but not seen
during training. Some methods estimate only the 3D orientation of the object
[51), 52, 53, B4, B3] 6], or work only with category-level novel objects [57, 58],
59, 60, [61), 62, [63], 7.e. they can only generalize to novel objects within a known



category (e.g. a new 3D model of mug). Other methods [64], 65, 66] estimate
the full 6D pose; [64] predicts 2D-2D correspondences between the input image
and rendered templates, obtains 3D information from the templates, and then
solves the PnP problem. Methods such as [65, [66] rely on depth information,
which may not always be available. The render-and-compare strategy can also
be used in this case. To generalize to novel objects, MegaPose [67] extends [37]
by training on a large-scale synthetic dataset rendered using more than 20K 3D
models, using a classification-based network as a coarse estimator, and rendering
additional viewpoints as input to the refiner alignment neural network. The latter
allows the network to infer the anchor point of a novel 3D model. Lastly, few
recent methods [68, [69] have also used the matching of image patch features,
e.g. FoundPose [68] is leveraging the performance of the DINOv2 [I3] model to
obtain dense correspondences, while GigaPose [69] trains its own ViT [70] feature
extractors and combines local and patch features to estimate different parameters.

1.2 Object detection

When detecting known objects, region-based convolution neural networks (R-
CNNs) became one of the most widely used methods. In early works [71], these
methods were using region proposal methods such as sliding windows [72] or
selective search [73], and separately evaluated each proposal using a convolutional
network. This has been improved using RolPool [74] [75] for better speed and
accuracy. Faster R-CNN [76] further improved this by adding a region proposal
network (RPN) that identifies potential object candidates, and MaskRCNN [77]
added a separate branch for object mask prediction. YOLO [7§] introduced a
one-stage approach for object detection, running significantly faster than the two-
stage approaches, however, the accuracy was lower. RetinaNet [79] found that
this accuracy drop was due to the foreground-background imbalance, and solved
this by introducing the “focal loss”, modifying the standard cross-entropy loss to
focus more on hard misclassified examples. With the introduction of transformer
networks, Vision Transformers (ViT) [70] have also been used for object detection
and segmentation [80), 81], [82].

Detection of novel objects has not received much attention until recently.
Given an image, the task is to detect objects that have not been seen during train-
ing, but the 3D models are available at inference time. One of the closest research
areas is class-agnostic instance detection and segmentation [83], 84 [85] [86 [87],
where the task is to predict the bounding boxes or masks of all objects present in
the image, but not their object identities. These networks have shown the ability
to generalize to novel objects [88] [89]. Some other works have also approached
tasks such as novel class discovery [90} O1]. In the area of novel object segmen-
tation, UOIS-Net [92] is a two-stage detector commonly used in robotics. The
first stage uses depth to estimate initial object masks, while the second stage re-
fines them using RGB data. The RGB-D data are also used in [93], which learns
feature embeddings and applies mean-shift clustering to discover and segment un-
seen objects. [94] avoids using depth information explicitly; however, it relies on
information recovered from stereo images. Segment Anything Model (SAM) [12]
introduced a powerful model for the new promptable segmentation task that is
capable of segmenting any object in an RGB image using a user-given prompt,
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but again without identifying the object model depicted in the image. To retrieve
all objects in the image, a grid of points is used as the set of prompts. To obtain
segmentation with object identities, ZeroPose [66] is using SAM to generate ob-
ject proposals and then compares ImageBind features [95] of the cropped input
image with features of pre-rendered object templates. CNOS [11] uses a similar
approach, while improving the method by using DINOv2 [13] features, render-
ing photorealistic templates using BlenderProc [96], and also experimenting with
FastSAM [97] for better run-time efficiency. In Chapter , we investigate the
state-of-the-art CNOS method and evaluate its performance. We pay attention
to the number of detections, the average recall, and the average precision sep-
arately in its two stages of generating object proposals and matching to object
templates.



2. 6D pose estimation without
camera calibration

In this chapter, we look at FocalPose [10], a state-of-the-art method for the
6D pose estimation without camera calibration. First, in Sec. we recall the
FocalPose method. Then in Sec. we improve it by several modifications and
evaluate this new approach in Sec. Please note that this chapter is based on
the results from our FocalPose++ [14] paper, an extended version of [10] that we
submitted to IEEE Transactions and IEEE Transactions on Pattern Analysis and
Machine Intelligence. The preprint of the paper is available online [I4]. From the

paper, we directly use figures [2.2] 2.3] 2.4] [2.5] and result tables 2.3 [2.4]
2.5, 2.6 The text of sections [2.2]and [2.3]is based on [14], but has been re-written.

2.1 Joint 6D pose and focal length estimation

In this section we recall the FocalPose [10] method. We present only crucial
aspects of FocalPose required for understanding of our further modifications in
the following sections. For other details such as loss function or training details,
please refer to the original paper [10] or to our extended version [14].

FocalPose is a method for jointly estimating the 6D pose of an object and
the camera focal length from a single RGB image of the object, given a known
3D model. It employs a render-and-compare strategy, where the parameters are
iteratively refined by a neural network that compares the input image with the
rendering of the object. This approach was originally introduced in DeepIM [34]
for the 6D pose estimation task with a calibrated camera, and was further im-
proved in CosyPose [37]. FocalPose builds on top of the CosyPose method and
extends it with the ability to jointly estimate the focal length of the camera.

We now describe the FocalPose network architecture. Given an RGB image I,
the 3D model M of the object, and the parameters 6% = {R* t* fk} (i.e. object
3D rotation R*, translation t*, and camera focal length f*), our intention at
iteration k is to estimate the new parameters 0!, Using the 3D model, current
parameters, and the renderer R, FocalPose first creates a rendering R(M, 6%) of
the model. Then, the network F' compares the rendered image with the input
image I, and outputs the parameter updates Afy:

Al = F(I,R(M, 0%)). (2.1)
The predicted update A#, consists of focal length update v’/ﬁ, a translation up-
date vector [vF, v’;, v*¥], and two 3-vectors Ufm and vﬁg for updating the rotation.

However, the predicted values are not directly applied to the previous parameters
estimates as simple additive or multiplicative factors. Instead, an update rule U
is used to compute the new object pose and focal length:

05t = U (6%, Aby). (2.2)

The update rule U is derived from the pinhole camera projection model consider-
ing the nonlinearities of the imaging process, and thus allowing for easier learning
of the network F'. The overview of the architecture is summarized in Fig.
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Figure 2.1: FocalPose overview. Figure from [I0]. a) Given a 3D model M
and previous parameter estimates 6% (rotation R¥, translation t*, and focal length
/%), arenderer R first renders an image R(M, 0%). Then, an alignment network F
compares the rendering with an input RGB image I and predicts an update A§*.
Finally, a non-linear update rule U is applied to the prediction A@*, obtaining
new parameter estimates #*+1. b) Illustration of the image projection, given an
object, its rotation R, translation ¢, and camera focal length f. The alignment
network is trained using a novel loss function, disentangling the updates of the
6D pose and the focal length. When computing 6D pose loss, ground-truth value
of the focal length is used and vice versa.
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2.1.1 6D pose and focal length update rules

We now describe the update rule U used to update the focal length and the 6D
pose of the object. FocalPose builds on the update rule from DeepIM [34] for
3D rotation and translation, and extends it with the update rule for focal length.
For this purpose, a simplified pinhole camera model is assumed, with equal focal
lengths for the x and y axes, i.e. f¥ = f; = f* and with the optical center set
to the center of the image, i.e. ¢; = ¢, = 0. Also, we assume that the world
coordinate system is placed at the object center.

Focal length update. The focal length must be strictly positive during the
iterative process. This problem is solved by using an exponential function to the
network output U’f“, the new estimate is then obtained by multiplication with the
focal length from the previous iteration:

fk-i-l _ 611?](‘]6‘ (23)

6D pose update. When updating the 6D pose, we seek the new rotation R¥*!.
FocalPose builds on the update rule from DeepIM [34], disentangling the up-
date for rotation and translation. For rotation, the network F' predicts two 3-
vectors v%l and vfm. FocalPose uses the two vectors to define a rotation matrix
R(v 1, v ) using Gram-Schmidt orthogonalization. The resulting rotation ma-
trix is then multiplied by the rotation matrix R* from the previous iteration,
resulting in a new rotation estimate:

RE = (vl vh) R (24)

To obtain the updated translation t**! = [zF*! ¢! 2F+1] " the network F is
trained such that output v¥ represents the ratio of z-translations between the
observed and rendered image:

2P = F b, (2.5)
For the x and y translations, the network is trained such that the outputs v*, v’;]

represent the translation of the center of the object in the 2D image space, rather
than the translation of the object in the 3D space. This results in the following

update rule:
k k
v x
ka+1 _ T + Zk—i—l 7
fRL T gk

k k
k1 _ [ Yy Y k41
Yy = (fk+1 + Zk> z .

(2.6)

For more details about the update rule, please refer to the Sec. [2.2.1] where we
in detail explain and derive the update rule and introduce our improved version.

2.1.2 Full estimation pipeline

When estimating the object 6D pose and camera focal length, the alignment
network F' does not process the whole input image, instead it uses only the image
cropped to the bounding box of an object. Also, we assume a known 3D model

11



of the detected object. Thus, before estimating the 6D pose and focal length,
there are two additional stages. In the first stage, an object detector predicts the
bounding box of the object. In the second stage, an instance classifier predicts
the specific 3D model. Finally in the third step, given the cropped image, the
network (iteratively) estimates the object 6D pose and camera focal length.

The first stage is the detection of objects using a Mask R-CNN [77] detector
with pre-trained ResNet-50 [98] feature pyramid network backbone. The detector
is trained using real images from the Pix3d/CompCars/StanfordCars datasets,
while training a detector for each object class in the Pix3D dataset separately.
The second stage uses finetuned DINO [99] model to predict an object instance
from the cropped image. This model is trained again on real images separately
for each object class. And the third stage of predicting the 6D pose and focal
length actually uses two separately trained networks, coarse and refiner. Both
networks use the same architecture, the ResNet-50 [08] backbone with prediction
head for each output, but are trained separately. The coarse network is used only
once for the prediction of rough parameter estimates, while the refiner is trained
to repeatedly improve the parameters during several iterations. Both networks
are trained using a novel loss function that disentangles the focal length and pose
updates, i.e. the focal length is fixed to the ground-truth value when the loss for
the 6D pose is computed and vice versa. See the FocalPose [10] paper or our
extended version [14] for more details.

2.2 FocalPose++ improvements

We now describe our improvements of the FocalPose method. We make three
modifications: First, in Sec.[2.2.1] we derive the translation part of the update rule
and introduce our improved version. In Sec. [2.2.2] we change the distribution of
the synthetic training data. In Sec. [2.2.3] we replace the model retrieval method.
Then in Sec. we evaluate our improved method, denoted as FocalPose++.

2.2.1 New update rule

In this section, we re-derive the translation equation of the 6D update rule, that is
applied to the predictions of coarse and refiner alignment networks as presented
in Sec. 2.1.1] However, we derive a new version of the update rule that also
considers the change in focal length between iterations. In the end, we discuss
the difference compared to the original update rule used in FocalPose [10].

For the derivation, we use a simplified pinhole camera model where the camera
principal point is placed at the origin of the image coordinate system, i.e. ¢, =
¢y = 0. Also, we assume that focal lengths for = and y axes are equal, i.e. f, = f,.
For simplicity, we place the world coordinate system in the center of the object.
Then, using a standard camera projection equation in homogeneous coordinates,
we project the center of the object [z,v, 2] coordinates in the camera frame to
the point [a, b] in the image coordinates:

a fe 0 ¢\ [z f 0 0\ [z
AMbl=10 f, ¢|lyl=10 f 0] |y]|. (2.7)
1 0 0 1 z 0 0 1/ \z
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This can be written as separate equations for z, y and z:

Aa = fx,
b= fy, (2.8)
A==z,

and by substitution of A further simplified as:

fx
T 2.9
Iy (2.9)
z

Let [vF, v’@j, 11;] be the object translation update predicted by the alignment neural
network F. We want v* to represent the ratio of the camera-to-object depth
between the object observed in the real image and the rendered image, thus we

define the update rule for z**! as:
2P = kR (2.10)

where 2* and zF! are the old and the new estimations of the z-translation re-
spectively, and v* is the corresponding network output for the z-translation at
iteration k. Next, we want to define our update rule for x and y in such a way that
the vector [vF, v;“] represents the translation correction of the projected object
center measured in pixels. We can write this relationship as:

aftt = af ol 2.11)
pEHL — pk U‘l]j' :

To obtain the update rule, we substitute the image space coordinates a and b in
eq. (2.11)) by the expressions from eq. ([2.9)), resulting in:

fk+1a:,]€+1 kak .

gl ok TV (2.12)

k41, k+1 k, k :
[y o Iy 4ok

Sk+1 Tk Uy -

By rearranging the above equations, we derive the update rule equations for z*+!

and y*+1:
k k,.k
2R — Uy 4 [ sy
fRAL T fRrLk
. .k (2.13)
k1 _ [ Yy I Iy k1
vy = PR R ’
or equivalently with even more simplified expressions:
xk+1 _ Uk N fk‘:k ZkJrl |
@ 5 fhHl
(2.14)

S = (of 4 fryF\ 2t
v Tk ) R
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Discussion. Our update rule in eq. differs only slightly from the original
FocalPose update rule for z and y in eq. . The right-hand sides of the equa-
tions are equivalent up to the multiplicative factor f*/f**1 for the terms x*/z*
and y*/2* in parentheses. This can be seen more clearly from the less simplified
eq. 2.13] From this point of view, the original update rule is an approximation
of our new update rule: if the focal length does not change much between the
iterations, the factor f*/f 1 will be close to 1 and could be ignored. In other
words, the old translation update rule is equivalent to the one used in Cosy-
Pose [37] which considers focal length to be constant, while our update rule also
incorporates the change of focal length between iterations. As shown in the ab-

lation results (Sec. and Table [2.6)), the new update rule given by eq. (2.14)

achieves slightly better performance.

2.2.2 Synthetic training data distributions

Existing image datasets with annotations for 6D object poses and camera focal
lengths are notably limited in size. FocalPose [10)] is evaluating its performance
on 3 datasets — the CompCars [48], StanfordCars [48] and Pix3D [I00] datasets
(considering only bed, chair, sofa and table classes for Pix3D, and treating each
class as separate dataset). Consequently, training models with such datasets is
quite challenging. First, there are hundreds of different objects in the Pix3d-chair,
CompCars, and StanfordCars datasets, and thus choosing an incorrect model can
decrease the whole pipeline performance. Second, the available datasets have a
very small number of training images. This is especially true for the Pix3D
dataset, where each class contains only a few hundred images. To overcome this
limitation, FocalPose trains the alignment neural network F' using a combination
of real and synthetically generated data. Synthetic data are created by randomly
selecting the object model, the 6D pose, and the focal length, which are then
utilized to render an image. Furthermore, the texture of the object is also ran-
domized. To train the model, the synthetic dataset is then used together with
the real dataset with 0.5% real-to-synth ratio. It is important to note that the
object poses and focal lengths in the real data are not uniformly distributed; for
instance, it is very rare to see objects like beds or cars being upside down. To
respect this natural bias also in the synthetic dataset, we sample the object pose
and focal length from a parametric distribution fitted to the real training data.
This is in contrast to [10] which used a uniform distribution.

In detail, to model the distribution of 3D object rotations, we adopt the Bing-
ham distribution [I01], an antipodally symmetric probability distribution on the
surface of a unit hypersphere, i.e. representing a 3D rotation as a unit quater-
nion. However, for any arbitrary unit quaternion ¢, both ¢ and —q represent the
same rotation. Fortunately, the antipodal symmetry of the Bingham distribution
solves this problem, making it suitable for characterizing the rotation distribu-
tion on the SO(3) group. Before rendering, we fit the distribution parameters to
the real training dataset, i.e. orthogonal matrix M € R** and diagonal matrix
Z = diag(z1, 22, 23,0) € R™*. During rendering, we sample from the distribution
to obtain a random rotation. Both fitting and sampling are executed using the
implementation from [102].

To represent the distribution of translations and focal length, we use two 2D
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normal distributions. In particular, since both the focal length f and the z-
translation affect the object scale after projection, we model the distribution of
these two variables together. Furthermore, when we apply the logarithm function
to both variables, they clearly conform to a 2D normal distribution. Thus, we fit
a single 2D normal distribution to focal lengths and z-translations after applying
the logarithm function, and apply the exponential function after sampling. The
xy-translations exhibit properties of a 2D normal distribution, allowing us to fit
the second normal distribution directly.

Fig. visualizes 6D poses and focal lengths from the real Pix3D-sofa dataset
together with our parametric distribution fitted to these real data, while keeping
the same number of samples for both. Then in Sec. we compare it with two
other distributions (the uniform distribution used in [I0], and our new nonpara-
metric distribution) and demonstrate that introducing a bias towards the real
dataset enhances the performance of the method.

2.2.3 Model retrieval method

After detecting an object in an image, we need to select the 3D model to which
the detected object corresponds. As FocalPose trains Mask R-CNN for object
detection, it could use its class prediction to retrieve the object ID. Instead, for
better performance, it finetunes the DINO [99] model to retrieve the 3D model.
In particular, it trains a simple logistic regression classifier on the DINO features
extracted from the real training images cropped to the object bounding boxes. In
addition, the classifier is trained five times with random initializations and soft
voting is applied to obtain the object ID prediction. However, the accuracy of
this method is only between 60 and 80% for the datasets on which it is evaluated
(see Table . As the choice of the 3D model can potentially have a large effect
on the performance of the whole pipeline, we replace it with a better architecture.
Instead of training a classifier on DINO features, we train the ML-Decoder [103]
model. In detail, the ML-Decoder is a classification head that replaces global
average pooling in classification networks. It is attention-based, i.e. based on
the classic transformer-decoder [104] architecture, however it introduces several
modifications to improve scalability and efficiency. We use the network version
with TResNet-L [I05] as the backbone. Furthermore, we add 1000 synthetic
images to each dataset to increase the performance of the model even more. We
show the model retrieval ablation in Sec. Note that further improving the
model retrieval and the detector methods still has a potential to improve the
performance of the entire FocalPose++ pipeline, as we show in Sec. [2.3.5]

2.3 Experiments

In this section, we first evaluate our improved FocalPose++ method, and then
provide several ablations. In the last subsection, we provide an upper-bound
for our method with ground-truth detections and object IDs. Following [10], we
evaluate our method on the Pix3D [I00] (bed, chair, sofa and table categories),
CompCars [48] and StanfordCars [48] datasets using metrics for detection, rota-
tion, translation, pose, focal length, and projection. All ablations are evaluated
on the Pix3D-sofa dataset.
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Figure 2.2: Parametric distribution of the 6D poses and the focal lengths
in the training data. To visualize the parametric distribution, we plot the
6D poses and focal length from the Pix3D-sofa real training dataset (blue o)
together with poses and focal length sampled from our distribution (orange e),
while keeping the same number of samples for both. For rotation, we plot the unit
x-axis vector multiplied by the sampled rotations. To visualize the translations
and focal lengths, we keep the same approach as when sampling and plot the focal
lengths with z-translations together, and the xy-translations in separate plot.
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2.3.1 FocalPose++ Evaluation

We compare our method with FocalPose [10] and other state-of-the-art meth-
ods [48, [49, 50]. The results for the three datasets are reported in Table ,
and for the individual Pix3D classes in Table 2.2l We observe improved results
with our modifications, validating our approach. In Fig. and Fig. 2.4] we
present qualitative results for Pix3D, CompCars and Stanford cars datasets. For
additional qualitative results, refer to Sec. in the attachments.

Evaluation criteria. For the evaluation, we use the same metrics for rotation,
translation, pose, focal length, and projection as FocalPose. We briefly describe
the metrics here. For more details and exact equations, please refer to Focal-
Pose [10] or to our extended version [14] of the paper.

« Rotation is evaluated using the rotation error MedErrgr and the rotation
accuracy ACCR%. The error measures the geometric distance between the
estimated and the ground-truth rotation, while the accuracy Accgz reports

the percentage of images with the rotation error below %.

e The translation error MedFErr; measures the Euclidean distance between
the estimated and the ground-truth translation vector. Furthermore, the
translation error is normalized by the norm of the ground-truth translation.

e The pose error MedErrg, is calculated as the average Euclidean distance
between the 3D points of the object model transformed with the ground-
truth and the estimated 6D pose. The pose error is normalized by the ratio
between the diagonal of the ground-truth bounding box and the diagonal
of the image.

e The focal length error MedErr; measures the difference between the ground
truth and the estimated focal length in absolute value, normalized by the
ground-truth focal length.

o Finally, projection metrics consist of the projection error MedErrp and the
projection accuracy Accp,,. Here, MedErrp measures the average repro-
jection error of the points of the 3D model, i.e. the Euclidean distance of
the points projected to the 2D image space using the estimated 6D pose
and focal length, and the points projected using the ground-truth parame-
ters. The projection error is normalized by the diagonal of the ground-truth
bounding box. The projection accuracy Accp,, reports the percentage of
images in which the re-projection error is less than 0.1.

All error metrics are computed as median values for all images in the correspond-
ing test dataset. Following FocalPose, we also report the detection accuracy
Accp, 5, i.e. the percentage of images where the intersection over union of the
ground-truth and the predicted bounding box is above 0.5. However, as we did
not change the detection method, we report the same values as FocalPose.

Pix3D dataset. For the Pix3D dataset, we report the average for the bed,
char, sofa and table classes in Table (top). We significantly outperform other
methods [48] 49, 50] in 5 of the 8 metrics. The most significant improvement
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is in the projection error (36% relative error reduction), translation error (30%
reduction), focal length and pose errors (22% reduction), but also in rotation error
(14% reduction). Compared to the original FocalPose [10], our method improves
all metrics with the most notable difference in projection and rotation errors.

CompCars and Stanford cars. Similarly to the Pix3D dataset, we also ob-
serve improved results for the CompCars and StanfordCars datasets. The results
are reported in Table (middle, bottom). It is important to note that these
two datasets differ from Pix3D, as they contain hundreds of distinct 3D models.
However, they also contain more training images. Compared to [48, 49, 50] on
StanfordCars, our method shows significant improvements in translation, pose,
and focal length errors (almost a 50% relative error reduction). Furthermore, we
achieve a 36% reduction in projection error and a 21% reduction in rotation error.
On CompCars, we demonstrate improvements in projection error (30% relative
error reduction), translation, pose, and focal length errors (approximately 20%
reduction), along with a 10% reduction in rotation error. Once again, our method
outperforms FocalPose [10] in all the reported metrics.

Per class results on the Pix3D dataset We present the per-class results
of the Pix3D dataset (bed, chair, table, sofa) in Table 2.2 Once again, we
outperform previous methods in 5 out of the 8 reported metrics when evaluating
on the bed, sofa, and table classes, with relative error reductions ranging from
12% to 56%. Notably, for the chair class, we observe improvements primarily
in rotation and projection. Interestingly, when compared to FocalPose [10], we
perform slightly worse in translation, pose, and focal length errors, although we
still outperform other methods by 3%-10%.

Limitations We examine the typical failure modes of [14] and validate whether
the results change using our improved approach. We show the failure modes
examples in Fig. . First, FocalPose typically fails on symmetric objects (such
as tables and stools). Although these failures are often not apparent in the
qualitative results, they significantly contribute to the rotation and projection
error metrics. As our strategy does not account for object symmetries, we do not
observe any improvement. Next, due to the iterative nature of the approach, we
may get stuck in local minima during the refinement process. Although we did
not explicitly attempt to address this issue, we observed improved results for our
approach. We attribute this to our parametric distribution of synthetic training
data, which enables our model to avoid uncommon object poses, such as beds
and cars turned upside down, etc. The third common failure mode involves the
incorrect identification of the object model. Utilizing the ML-Decoder [103] as the
instance classifier significantly improves our ability to retrieve the correct model
with higher accuracy. Nevertheless, we observe that the results do not change
significantly concerning pose and focal length errors, as FocalPose demonstrates
robust performance even when working with an approximate 3D model. For
additional failure mode examples, refer to Sec. in the attachments.
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Detection| Rotation |Trans.| Pose | Focal | Projection

MedErrp MedErriMedErrg ¢ MedErry|MedErrp

Accp,, - ccpm
Po-s e | ot 10! 10! 102

CCPy.1
1 :

Dataset
=
&
=
1S
a

[48] 96.0% 7.25 87.8% | 2.52 1.76 2.41 6.33  71.5%
A | E9)-LF 96.2% 6.92 88.4%| 1.85 1.30 1.72 3.85  85.5%
“E [49]-BB 97.7% 6.89 90.8%| 1.94 1.30 1.75 3.66 88.0%
A& |[10] FocalPose  95.5% 492 84.1%| 1.49 1.09 1.53 | 297 79.2%
[14] Ours 95.5% 4.19 85.1%| 1.31 0.99 1.34 | 2.34 81.5%
[48] 98.9% 524 97.6%| 3.30 2.35 3.23 7.85  73.7%
» | 149]-LF 98.8% 523 97.9%| 2.61 1.86 2.97 421  95.1%
é% [49]-BB 98.9% 487 98.1%| 2.55 1.84 2.95 3.87 95.7%
2( [50]-TwoStep - 437 98.1%| 3.22 1.90 3.79 4.54  90.2%
g [50]-GCVNet - 3.99 98.4%| 3.18 1.89 3.76 4.31  90.5%
© [10] FocalPose  98.2% 3.99 98.4%| 2.35 1.67 2.65 | 295 93.0%
[14]

14] Ours 98.2% | 3.61 98.5%| 1.96 | 1.44 | 2.37 | 2.70 94.2%
[48] 99.6% | 5.43 98.0%| 2.33 | 1.80 | 234 | 7.46 76.4%
£| [39)-LF 99.6% | 5.38 98.3%| 1.93 | 151 | 2.01 | 3.72 96.2%
S| [19-BB 99.6% | 5.24 98.3% 192 | 147 | 207 | 325 96.5%
= | [50]-TwoStep - 509 97.5%| 229 | 152 | 252 | 3.78 93.6%
2| [50]-GCVNet - 492 975%| 220 | 1.46 | 243 | 3.65 94.6%
& | [10] FocalPose  99.5% 4.44 95.1%| 1.00 | 0.84 1.09 | 2.55 93.8%
[14] Ours 99.5% | 3.87 96.2%| 0.94 | 0.76 | 1.04 | 2.07 95.1%

Table 2.1: Comparison with the state-of-the-art for 6D pose and focal
length estimation on the Pix3D, CompCars and Stanford cars datasets. The
best result for each metric and dataset among directly comparable methods is
highlighted in bold. Compared to other methods, our FocalPose++ approach
clearly outperforms other methods [48] 49, [50] in all error metrics, 7.e. in 5 of the
8 metrics reported on all three datasets. The relative reduction in the median
error ranges from 10% to 50%, validating the FocalPose approach and our im-
provements.

2.3.2 Ablation of different synthetic data distributions

To render a single image for a synthetic dataset, we need to sample the 6D pose
of the rendered object and the focal length of the camera. As synthetic datasets
make up a large part of all training data, the choice of distribution can make a
significant difference in overall performance. To evaluate the effect, we compare
the results of models trained with synthetic data using the parametric distribution
(employed in our approach) against two alternatives: a uniform distribution as
used in [10], and a novel non-parametric distribution. We explain the details of
these two alternatives in the following paragraphs. We keep the same ratio of
synthetic and real data while training. Our intuition is that sampling from a
distribution closer to the distribution of object poses and focal length in the real
dataset can increase the performance. In Table [2.3| we show that both of our new
distributions perform better. The parametric distribution works best, achieving
significantly better results.
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2 Detection| Rotation |Trans.| Pose | Focal | Projection
<
O | Method Accpy, 5 Medfrm CCRE Mcjiim Mecf):m’t McjclloErf Mejf; " ccpy 4
[48] 98.4% 5.82 95.3%| 1.95 1.56 2.22 6.05 74.9%
[49] LF 99.0% 513 96.3%| 1.41 1.04 1.43 3.52  90.6%
E [49] BB 99.5% 540 97.9%| 1.66 1.17 1.59 3.55 93.2%
[10] FocalPose  98.4% 3.16 91.6%| 1.28 0.93 1.28 | 191 88.9%
[14] Ours 98.4% 2.74 932%| 1.15 | 0.78 1.21 | 1.53 90.0%
[48] 94.9% 7.52 88.0%| 2.69 1.58 1.98 6.04 75.3%
.. | A9]-LF 95.2% 7.52 88.8%| 1.92 1.21 1.62 3.41 88.2%
=|[49-BB 97.3% | 6.95 91.0%| 1.68 | 1.08 | 1.58 | 3.24 90.9%
“|[10] FocalPose 91.8% 3.56 85.4%| 1.49 | 0.94 1.36 | 1.73 79.3%
[14] Ours 91.8% 3.49 87.5%| 1.63 1.02 1.51 1.69 82.5%
[48] 96.5% 4.73  94.8%| 2.28 1.62 2.42 4.33 82.2%
. [49] LF 96.5% 449 95.0%| 1.92 1.33 1.79 2.56  93.7%
< | [49] BB 98.3% 4.40 97.0%| 1.63 1.16 1.73 2.13 95.6%
” [10] FocalPose  96.9% 298 97.6%| 1.29 0.83 1.36 1.52  93.9%
[14] Ours 96.9% 2.77 95.6%| 1.14 | 0.75 1.18 | 1.19 95.4%
[48] 94.0% 10.94 72.9%| 3.16 2.28 3.03 8.90 53.6%
»|49] LF 94.0% 10.53 73.5% | 2.16 1.62 2.05 5.92  69.5%
% [49] BB 95.7% 10.80 77.2%| 2.81 1.78 2.10 5.74 72.4%
1 [10] FocalPose  94.9% 9.98 61.8%| 1.90 1.68 2.13 | 6.72 54.7%
[14] Ours 94.9% 7.75 64.1%| 1.33 1.42 1.45 | 4.95 58.1%

Table 2.2: Comparison with the state-of-the-art for 6D pose and focal
length estimation on the Pix3D dataset split by class. The best result for each
metric and dataset among directly comparable methods is highlighted in bold.

Uniform Distribution. The object pose and focal length can be sampled by
using a uniform distribution very easily. In our case, we sample the rotation
uniformly in SO(3) space. The 3D position of the object is sampled uniformly
in the interval (0.0,1.0) meters for x, (—0.5,0.5) meters for y. The interval for
z is (0.8,3.0) meters for CompCars and Stanford cars datasets, and (0.8,2.4)
meters for Pix3D. The camera focal length is sampled uniformly within (200,
1000) pixels, covering the range of focal lengths from all three datasets.

Nonparametric Distribution. We propose a nonparametric distribution as
follows: We save all training data points, i.e. samples consisting of rotation ma-
trix, translation vector and focal length, and estimate hyperparameters oz, 0, dy,
d, and 07 that determine maximum perturbation factors (described later in this
paragraph). When sampling from the distribution, a random training data point
is selected and perturbed. The rotation is adjusted by composing with a rotation
given by a randomly sampled axis and a random angle « € [0, dg]. Next, similarly
as in the parametric distribution, we observe that z-translation and focal length
are highly dependent; therefore, we entangle the perturbation of the focal length
and the z-translation, and treat the xy-translation separately. For each of the two
pairs of variables, we sample a random 2D vector within a unit circle and scale
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Distribution ‘ MedErrg ‘ MedErr,-10 | MedErrs - 10

a. Uniform 2.95 1.27 1.34
b. Nonparametric 2.82 1.14 1.24
c. Parametric 2.77 1.14 1.18

Table 2.3: Ablation of different synthetic training data distributions on
Pix3D sofa. Each image in the synthetic training dataset contains one object
rendered in a random 6D pose using a random focal length. We try three different
distributions for sampling the 6D pose and the focal length and show that the use
of distribution biased towards the real datasets (b. and c.) significantly improves
model performance. The parametric distribution (c.) performs the best, while
the uniform distribution (a.) used in [10] performs the worst.

the vector by factors (d,,dy) and (0, d,) respectively. In other words, we sample a
random vector within an ellipse with the axes determined by the aforementioned
hyperparameter pairs. The obtained vector is then used as an additive perturba-
tion factor for the selected sample. To estimate the hyperparameters (d,,d,), we
first compute the Euclidean distance of each data point to its nearest neighbor
(considering only x and y translation values of each sample) and then take the 95
percentile of all distances. We repeat the same procedure for the z-translations
and the focal lengths to obtain (0,,07). The hyper-parameter dp is computed
in the same fashion, except that the angle between the two rotations is used to
compute the distance.

2.3.3 Ablation of different model retrieval methods

FocalPose showed that its approach is reasonably effective, even when only a
similar or approximate 3D model is used during inference. To verify how much
this affects the performance of the full estimation pipeline, we replace the original
classifier learned on top of the DINO [99] features with a better method. We
use ML-Decoder [103], an attention-based classification head with a pre-trained
TResNet-L [103] network as a backbone. While the DINO classifier was trained
only on the real dataset, we added 1000 synthetic images to the training data. We
measure the classification accuracy on all three datasets, and report the results for
the previously used DINO classifier, ML-Decoder trained only on the real dataset,
and separately ML-Decoder trained on data with the added synthetic images
(denoted as “ML-Decoder+1k”). The results are reported in Table[2.4] Note that
adding the synthetic data helps only in the case of Pix3D dataset that contains
a very low number of real training images. Next, we run the evaluation for the
full 6D pose estimation pipeline and report the results in Table Although
the accuracy with the ML-Decoder is significantly higher, the performance of the
full estimation pipeline does not change much. This confirms that the FocalPose
architecture is quite robust and works well, as long as the 3D model shapes are
similar enough.
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Dataset ‘ Pix3D Acc ‘ CompCars Acc ‘ Stanford Acc

[99] DINO 62.1% 79.0% 1.2%
[T03] ML-Decoder 72.8% 93.3% 95.1%
[103] ML-Decoder+1k | 77.6% 93.5% 94.7%

Table 2.4: Model retrieval accuracy. Using classifier on DINO [99] features
to retrieve an object model yields quite a low accuracy; therefore, we replace the
classifier with ML-Decoder [103] using a pre-trained TResNet-L [105] network
as the backbone. On all three datasets, the ML-Decoder significantly improves
retrieval accuracy. To increase the accuracy even more, we add 1000 images
from the synthetic datasets to the training data (denoted as “ML-Decoder+1k”).
While on CompCars and Stanford cars datasets the accuracy does not change
much with added data, it helps a lot in the case of the Pix3D dataset where the
number of real training images is very low.

Retrieval Method ‘ MedErrgp ‘ MedErr, - 10 ‘ MedErry - 10

[99] DINO 3.00 1.13 1.20
[103] ML-Decoder+1k 2.77 1.14 1.18

Table 2.5: 6D pose estimation with improved model retrieval on Pix3D
sofa. We evaluate our model with the DINO [99] model as the instance classifier
and compare it with the ML-Decoder [103] classification head using a pre-trained
TResNet-L [105] network as the backbone. We observe that although the re-
trieval accuracy is much better for the ML-Decoder (see Table , it has only
a moderate effect when incorporated into the entire 6D pose estimation pipeline
even when trained with added synthetic data (“ML-Decoder+1k”).

2.3.4 Ablation of the update rule

Building on FocalPose [10], we refined the x and y components of the 6D pose
update rule. Here, we compare the evaluation results with the new and the old
update rule from [I0]. Asshown in Table , the new update rule achieves slightly
better results. For a detailed derivation of the update rule and a discussion of
the differences compared to [10], please refer to the Sec. .

2.3.5 Upper-bound with ground-truth detections and ob-
ject instances

Finally, we evaluate our method using ground-truth detections and object in-
stances, i.e. providing an upper bound to our pipeline. The results on the Pix3d-
sofa dataset are shown in Fig. We report results of our full estimation
pipeline compared to the results using the ground truth bounding boxes, the
ground truth object instances, and both combined. We also show results from
the original FocalPose [I0] as a reference. Although our improvements are signif-
icant, the results show that there is still potential for improvements using better
detection and classification methods.
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Update Rule ‘ MedErrg ‘ MedErr, - 10 ‘ MedErry - 10

[10] FocalPose 2.81 1.16 1.19
[14] Ours 2.77 1.14 1.18

Table 2.6: Update rule ablation on Pix3D sofa. When training our model

with the new update rule, it performs slightly better compared to the original
update rule used in [10].
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Figure 2.3: Pix3D qualitative results. We show several qualitative examples
of FocalPose++. In each row, we show one example with the input image (left),
ground-truth object pose and focal length (center) and our prediction (right). For
the ground-truth and our prediction, we show the input image overlayed with
rendering of the object in corresponding object pose and camera focal length.
Notice the precise alignment of objects when handling large perspective effects
(rows 3, 5, 6). In some cases (row 8), our prediction is even better than the
manual object annotation.
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Input image Ground truth Our prediction

Figure 2.4: Example qualitative results on the CompCars (rows 1-5) and
Stanford cars (rows 6-10) datasets.
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Figure 2.5: FocalPose main failure modes are: (a) symmetric objects, (b)
local minima, and (c¢) incorrect 3D models identified by the object detector.
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Figure 2.6: FocalPose+-+ upper-bound with ground-truth detections
and object instances. Using ground-truth detections (FocalPose++ GT bbox),
ground-truth classes (FocalPose++ GT class), and both combined (FocalPose++
GT bbox & class), we evaluate the performance of our FocalPose++ model on the
Pix3D-sofa dataset. The results show that with better detection and classifica-
tion methods, our method can achieve even better results in all reported metrics.
First two rows show the performance on error metrics (lower is better), the third
row reports rotation and projection accuracies (higher is better).
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3. Detection for 6D pose
estimation of unseen objects

One of the limitations of existing 6D pose estimation methods is their assumption
of a known 3D model already during the training phase. However, in the case of
novel objects, i.e. objects unseen during training, this results in model retraining,
which is often costly and requires hours or days to generate synthetic data and
train the model. For example, MegaPose [67], one of the current state-of-the-
art methods, solves this as follows. First, the model is trained on a large-scale
dataset of synthetic images rendered using more than 20K models. Second, a
classification-based network is used for the coarse 6D pose estimation phase. And
finally, the refiner renders multiple viewpoints during the refiner step, allowing
the network to infer the anchor point of the 3D model. However, MegaPose [67],
as well as other state-of-the-art methods [68, [106], 69, [107], requires as input the
bounding box of the object and the identity of the 3D model depicted in the
image. This highlights the importance of another computer vision problem, the
detection of unseen objects, on which we will focus in this chapter. Given an
RGB image and a set of 3D object models not seen during training, the task is to
estimate the bounding boxes and object identities of all objects, corresponding to
the given 3D models, visible in the image. State-of-the-art methods (CNOS [11],
ZeroPose [66]) use the Segment Anything Model (SAM) [12] in the first stage to
generate object proposals, and then select only relevant objects by measuring the
similarity of the masked objects and rendered 3D model templates using visual
features in the second stage.

Here, we focus on CNOS [I1] and its two stages separately and perform several
experiments to understand the strengths and weaknesses of these methods. For
the first stage, we measure the average recall versus the number of detections using
different SAM parameter settings. CNOS also experiments with FastSAM [97],
a YOLOv8-based [108] promptable segmentation model that has better run-time
efficiency. However, in our work we focus only on the CNOS version with the
Segment Anything model [I2]. For the second stage, we look at the scoring
problems using DINOv2 [I3] feature similarity, and show the scoring upper and
lower bound. Also, we look at the difference between evaluation with and without
object identities, and the difference between using modal or amodal bounding
boxes, i.e. considering only the visible part of the object or the whole object
with occluded areas for the bounding box. In addition, we measure the change
in average precision and recall between the two stages. For evaluation, we use
the BOP Toolkit from the BOP Challenge [109]. The toolkit reports several
precision and recall metrics, following the setup of the COCO Object Detection
Challenge [I10]. This chapter is structured as follows. In Sec. describe in
detail the SAM and CNOS methods. Next, in Sec. we explain the metrics and
our evaluation setup. Finally, in Sec. we conduct our experiments evaluating
CNOS performance in its proposal and matching stages.
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Figure 3.1: Overview of Segment Anything Model. Given an image and
a prompt (2D point, bounding box, text description, mask etc.) as input, SAM
provides multiple segmentation masks and corresponding confidence scores as
output. First, an image embedding is obtained using image encoder, and prompt
embedding using prompt encoder. Then, a mask decoder takes the two embed-
dings as an input, and returns multiple object segmentation masks with their
confidence score. The model returns multiple outputs to deal with prompt ambi-
guity — e.g. a single point can refer either to whole object, its part, or its subpart.

3.1 Segment Anything Model and CNOS

In this section, we first explain the details of the Segment Anything Model [12]
and then CNOS [11] (CAD-based Novel Object Segmentation), a method that
uses SAM to generate object proposals.

3.1.1 Segment Anything Model (SAM)

SAM is a recent model that outputs multiple object masks given a user-given in-
put prompt, e.g. a 2D point, bounding box, text description, or a mask. At a high
level, SAM creates an image embedding using image encoder, prompt embedding
using prompt encoder, and then uses both embeddings to obtain an object mask
with mask decoder. In this promptable segmentation task, SAM aims to return a
valid mask, given any prompt. The architecture is visualized in Fig. 3.1} The im-
age encoder can be any network that produces an image embedding of the desired
size. In particular, SAM uses an MAE [IT1] pre-trained Vision Transformer [70]
that produces an embedding of size 64 x 64 x 256. The prompt encoder differs
according to the prompt type. For the sparse prompts (point, bounding box, and
text), the embedding is a 256-dimensional vector. A point is represented as a
positional encoding [IT12], while a bounding box is represented as a pair of posi-
tional encodings of the top-left and bottom-right corners of the bounding box. In
addition, the encodings are summed with learned embeddings representing the
specific prompt type, allowing us to distinguish between the simple point prompt
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Figure 3.2: Example of image segmentation using SAM. Given an input
image and a grid of point prompts (left), the Segment Anything Model retrieves
the object mask for every point of the grid. The masks are then filtered by sta-
bility and confidence score, and duplicate masks are removed by NMS, resulting
in the final segmentation of the image (right).

and the two corners of bounding box. For text prompts, the CLIP [I13] text
encoder is used. SAM also supports dense prompts (e.g. masks), which are pro-
cessed with a convolution neural network that produces an output of the same
size as the image embedding. The mask decoder is designed to be lightweight and
fast, so a large set of prompts can be used to obtain segmentation of the entire
image. The decoder takes the image embedding and the prompt embeddings and
produces a fixed number of masks and confidence scores (i.e., estimated IoUs) for
each prompt. This is an important detail, as it deals with a prompt ambiguity
— it may not be clear what is the object we are looking for, as a point may cor-
respond to the whole object, its part, or only a subpart. The authors observed
that 3 outputs are usually sufficient to cover most of the object parts.

In our work, we focus on the so-called segment everything mode, where a
regular grid of points is used as a set of prompts. In this case, the image decoder
runs only once, while the mask decoder runs once per each point. An example
of such image segmentation is visualized in Fig. [3.2l By default, SAM uses a
grid 32 x 32 that produces 3072 masks in total (three for each point). To obtain
only high-quality masks, only confident and stable masks are selected. A mask is
considered confident if the mask confidence score is above a given threshold, and
stable if thresholding of the soft mask at 0.5 — § and 0.5 + ¢ results in similar
binary masks (i.e. intersection over union is above the given stability threshold).
Finally, duplicate masks are removed by non-maximum suppression (NMS).

3.1.2 CNOS

To perform object detection, one must not only propose object locations, but also
select only detection of objects that we are interested in. In addition, an object
ID and confidence score need to be assigned to each detection. In our scenario,
we are interested in model-based detection of novel objects, i.e. we know the 3D
models of the objects we are looking for only during inference time. One of the
state-of-the-art methods for this task is CNOS [11], which uses SAM to generate
object proposals, and then compares the segmented objects with pre-rendered
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images of the 3D models.

The method can be divided into an onboarding stage and two detection stages.
In the onboarding stage, templates of 3D models are rendered from V = 42
viewpoints, defined by subdivision of a regular icosahedron. The detection phase
is visualized in Fig.[3.3] In the first detection stage, the input image is segmented
using SAM, specifically, by the “segment everything” mode using a grid of points,
as described in the previous section. The parameters of SAM, such as the number
of points, stability, confidence, and NMS thresholds, can be adjusted to obtain a
suitable segmentation. Then in the second detection stage, DINOv2 [13] features
are extracted from each segmented part of the image and then compared using
cosine similarity with the features extracted from all V' = 42 templates of each
3D model. This results in a tensor of size V' X Npyodels X Ndetections. L hiS tensor
is aggregated over the V' templates, using the mean of the top-5 scores for each
3D model as an aggregation function, obtaining a Nyodels X Ndetections Similarity
matrix. As a final step, the max and argmax functions are applied over the
dimension with the different 3D models, yielding a score and object ID for each
detection.

3.2 Experimental setup and evaluation metrics

As mentioned previously, we use one of the standard sets of metrics for object
detection, although we slightly modify the settings for our experiments. Specif-
ically, we use the BOP toolkit from BOP Challenge[I09], a benchmark used for
the evaluation of object detection and 6D pose estimation methods. The chal-
lenge follows the metrics of the COCO Object Detection Challenge [110] using
Pycocotools Python package. However, the details of the metrics may not be
clear at first glance and the information in the respective papers is quite sparse.
We take this opportunity to explain the metrics in detail, as is needed for our
experiments and discussion of our results. We pay attention only to the details
of object detection, i.e. we do not consider metrics for the 6D pose estimation
here. The BOP Challenge also includes an object segmentation task; however,
from the object detection task, the evaluation differs only in the computation
of intersection over union using segmentation masks instead of bounding boxes.
Thus, we also leave out the details for this task.

3.2.1 Basic definitions

We recall some of the most important definitions and concepts in the object
detection task here, considering a set of detection bounding boxes with assigned
scores and object IDs,; and a set of ground-truth bounding boxes with assigned
object IDs.

Intersection over union. For each prediction, one must decide whether it
was correct, i.e. the bounding box corresponds to some ground truth object. In
classification tasks this is a straightforward problem, but in object detection this
may not be so obvious as the boxes may be more or less aligned. To overcome
this, the similarity between two bounding boxes is measured using the intersection
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Figure 3.3: Overview of CNOS. CNOS can be divided into 2 stages. In the first
stage, segmentation masks from SAM are used to generate object proposals. In
the second stage, DINOv2 features are used to compare segmented objects with
rendered object templates. Each detection is compared with all V' templates of
each 3D model using the cosine similarity of the extracted features. Then, the
scores are aggregated across all V' views (using the mean of top-5 scores) to get
a score per model for each detection. Finally, max and argmax functions are
applied to obtain a confidence score and ID of the best-matching 3D model.
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over union (IoU):
|AN B
IoU(A,B) = —— 3.1
oU(A. B) = {151 (31)
where A and B are the bounding boxes. Given an IoU threshold ¢, detection D
is accepted as correct with respect to ground truth G, if IoU(G, D) > t, and if

they have the same object ID.

True positive, true negative, false positive, false negative. After making
the decision about the detections and wheter they are correct, we can distinguish
between the following terms:

o True positive (TP)— a correct detection (has been matched to some ground-
truth).

o Fulse positive (FP) — an incorrect detection (has not been matched to any
ground-truth), not corresponding to an object.

e Fulse negative (FN)—an undetected object (ground-truth that has not been
matched to any detection).

o True negative (TN) — not applicable for object detection, as it would cor-
respond to anything that is not an object and has not been detected.

Precision and recall. Given an [oU threshold ¢t and matching between ground
truths and detections, we compute the number of true positives (TP), false posi-
tives (FP) and false negatives (FN) in all test images. Then, precision and recall
are computed as:

3 TP 52
recision = ———— .
precisio TP—FFP’
TP
= 3.3
T TP L FN (33)

L.e. precision is number of true positives divided by the number of all detections,
and recall is the number of true positives divided by number of all ground-truth
detections.

3.2.2 Detection matching

When evaluating predictions, the set of predicted detections has to be matched
against the set of ground-truth detections. This is done for each object separately;
i.e. a predicted detection cannot be matched to a ground-truth detection with
a different object ID. Each detection can have assigned at most one matching
ground-truth and vice versa. In general, given an IoU threshold ¢ and ground-
truth G, we want to find a detection D that satisfies [oU(G, D) > t and has not
been used so far. There may be multiple detections that satisfy this; therefore,
we select the one with the highest score that has not yet been matched. If no
detection satisfies the condition, the ground-truth remains unmatched and counts
as a false negative.
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3.2.3 Metrics

The BOP Toolkit reports several precision and recall metrics. They differ by
selection of the IoU thresholds, the maximum number of detections, and the
object area range considered. We describe these three parameters in the following
paragraphs. Then in Table we summarize all the BOP metrics.

Maximum detections. The number of detections in each image is limited by
the number M. This is in fact a limit for each image and each object ID, i.e.
in each image there can be at most M detections for each object. By default
M = 100 is used, and in two other cases values of 1 and 10 are used for recall
computation.

IoU threshold. Unless specified otherwise, BOP Toolkit evaluates metrics us-
ing 10 equally spaced IoU thresholds between 0.5 and 0.95 and averages the
results. In two other cases, single thresholds of 0.5 and 0.75 are used for the
average precision computation.

Arearange. Depending on the selected area range, predicted and ground-truth
detections that do not fit the specified area range are ignored. This can be used
to evaluate how a method performs on objects of different sizes. The area can
be either small (at most 1024 pixels), medium (between 1024 and 9216 pixels)
or large (at least 9216 pixels), or we can consider all detection regardless of the
area. However, the filtering of detections also depends on the matching process
— if the predicted detection is matched to some ground-truth detection, it will
be ignored if and only if the respective ground-truth is ignored, regardless of the
detection area. The ignored ground-truth detections are used as the last option
for matching, i.e. they will not be used unless there is no other option.

Average recall

For a given IoU threshold ¢, we compute the true positives (TP), false positives
(FP), and false negatives (FN) considering all detections in all images. Then the
recall for this threshold is computed as presented in eq. [3.3] When multiple ToU
thresholds are specified or the test dataset contains multiple object identities, the
recall is computed separately for each of them, and the AR metric is computed as
the average of all the recall values. The average recall (between 0 and 1) indicates
what portion of objects has been successfully retrieved.

Average precision

The computation of the average precision is more complicated. The reported AP
metric is, in fact, an approximation of the area under the precision-recall (PR)
curve. First, the detections are sorted by their score (regardless of the image in
which they have been detected). Then, precision and recall are computed using
top-k detections for k£ between 1 and the number of all detections. I.e. when
testing on a dataset of N images, where each image has exactly M detections,
we get N - M detections in total and thus the same number of precision and
recall scores, computed using the first & detections for k € {1,..., N - M}. These
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Score

Score type IoU threshold

Area range Max. det.

AP PR-AUC 0.5:0.95 all 100
AP5sy  PR-AUC 0.5 all 100
APz PR-AUC 0.75 all 100
APg PR-AUC 0.5:0.95 small 100
APy PR-AUC 0.5:0.95 medium 100
APy, PR-AUC 0.5:0.95 large 100
AR, recall 0.5:0.95 all 1
AR;y recall 0.5:0.95 all 10
AR;g9 recall 0.5:0.95 all 100
ARg recall 0.5:0.95 small 100
ARy recall 0.5:0.95 medium 100
ARy, recall 0.5:0.95 large 100

Table 3.1: An overview of the default BOP metrics. The different average
precision (area under the precision-recall curve — “PR-AUC”) and average recall
metrics differ by the IoU thresholds, the considered object area range, and the
maximum number of detections per object in each image.

precision values are smoothed and plotted on a graph with their respective recall
values. Smoothing replaces the precision at each point on the PR curve with
the maximum precision of all points with the same or higher recall, resulting in
monotonically decreasing PR curve. The final AP metric is then computed as an
approximation of the area under the curve by taking an average of precision values
from the PR curve at equally spaced recall thresholds between 0 and 1. This is
illustrated in Fig.[3.4] The average precision thus summarizes both precision and
recall in a single value between 0 and 1 (higher is better). However, the standard
“precision” metric (also known as the positive predictive value) is not reported
in the BOP metrics. For multiple IoU thresholds or multiple object identities,
the same approach is used as when computing average recall: AP values are
computed separately and then averaged across all objects and thresholds.

3.3 Experiments

As explained before, methods such as CNOS [I1] follow the two-stage approach,
where the first stage generates proposals and the second stage selects only relevant
detections. We note that this two-stage distinction is very important with respect
to recall and precision. In the first stage, the focus on recall is crucial, since any
object not proposed in this stage cannot be detected later. Although the number
of proposals is, in fact, not important in the first stage because recall does not
penalize false positives, it is obvious that we want to keep it as low as possible.
Having too many detections can become a problem in the second stage, where
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Figure 3.4: Illustration of the AP metric calculation. Given the PR curve
(blue), the AP metric is computed as an approximation of the area under the

curve. This is done by computing an average of precision values at equally spaced
recall thresholds (red).

we want to select the best proposals by assigning them a high score and correct
object ID. The purpose of the second stage is to increase the precision without
losing too much recall at the same time. Too many detections can only increase
the number of false positives and possibly reduce precision.

Keeping this in mind, we perform the following experiments. In Sec. [3.3.2] we
evaluate the average recall of SAM proposals using different parameter settings,
measure the average number of detections per image, and compare SAM with
simple proposal baselines |73, 114]. In Sec. we look at how the average
precision and recall change between the two stages using different parameter
settings. Sec. evaluates the second stage of CNOS, i.e. the scoring using
the similarity of DINOv2 [13] features, and provides the scoring upper and lower
bounds. Then, in Sec. and Sec. we perform two more evaluation
experiments. First, we show how the performance changes when also using the
object identity predictions from CNOS. Second, we show the difference when
using amodal instead of modal masks. We explain our evaluation setup in the

following Sec. [3.3.1}

3.3.1 Evaluation setup

For our experiments, we use modified BOP [109] evaluation settings. First, since
the SAM [12] model predicts only object masks and not object identities, we use
the object proposal evaluation setup of Pycocotools, in which all detections are
treated as having the same object ID. Second, we do not limit the number of
detections per image. Instead, we run the evaluation with all detection. The
motivation for this setting is the nature of methods such as CNOS [I1], where
the potentionally large set of SAM detections is used as a set of object proposals
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that is filtered in later stages, producing only a small subset of the proposals at
the end. Third, we use ground-truth modal bounding boxes instead of amodal
ones, i.e. bounding boxes that cover only visible parts of the objects, without
considering object occlusions. This decision comes from the nature of SAM,
since its segmentation does not contain occluded areas. In the following sections,
we perform experiments using all previously stated settings, unless otherwise
specified. For example, in Sec. we compare CNOS performance using modal
and amodal bounding boxes. In such cases, we explicitly state which evaluation
settings have been used. Also note that when reporting the average precision
for the first CNOS stage, we use the confidence of the SAM as the score for
evaluation.

3.3.2 Recall and the number of detections

To evaluate the effect of choosing different SAM [12] parameters, we conduct the
following experiment. Using the segment everything mode, we retrieve object
masks and compute the bounding boxes. Starting with a baseline setting that
keeps a high portion of the masks (confidence and stability thresholding turned
off, and NMS IoU threshold at 0.95), we change individual parameters separately
and measure the average recall and average number of masks per image. We
experiment with the number of points per side (8, 11, 16, 23, 32, 45, 64), stability
and confidence thresholds (0.95, 0.85, 0.75, 0.5, 0.0) and NMS IoU thresholds
(0.6, 0.7, 0.8, 0.9, 0.95, 1.0). We do the same evaluation with two different
settings that change all three parameters at once, and also with the setting that
CNOS is using (stability threshold 0.95, confidence threshold 0.88). Furthermore,
we compare SAM with two simple baselines: Felzenszwalb and Huttenlocher’s
segmentation algorithm [114] (again using a few different parameter settings) and
selective search [73]. The results are shown in Fig. [3.5top. With well-selected
parameters, [I14] is able to maintain a low number of detections, but the average
recall is below 20%. Selective search improves recall by a factor of 2, i.e. reach
about 40% average recall, but has almost 10 times more masks (more than 1000
per image). SAM performs substantially better, reaching an average recall of
around 80%, while keeping the average number of detections roughly between
100 and 400, depending on the specific setting.

Focusing now on the SAM results only (Fig. [3.5tbottom), the original CNOS
settings is reaching quite a low number of detections per image, but the average
recall is lower by approximately 5 to 10 percentage points compared to other
settings. We can see that all three parameters affect the performance, and thus
tuning the parameters to achieve better recall is desirable. The NMS IoU has the
most steep curve, indicating a potential benefit for recall with a relatively small
increase in the number of detections. On the other hand, an increasing number of
points per side generates too many masks without significant recall improvement.
Relaxing the stability and confidence thresholds may be beneficial when changed
carefully.
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Figure 3.5: Comparison of object proposal methods. We evaluate SAM [12],
Felzenzswalb and Huttenlocher’s segmentation algorithm [114], and selective
search [73] with different parameters on average recall and average number of
masks per image (top). Focusing on SAM (bottom), we evaluate effect on per-
formance when separately changing stability (s), confidence (¢) and NMS IoU
thresholds (n), and number of points per side (p). The parameter values in the
legend correspond to the points on the curves from left to right. Also, we compare

it with two different settings combining the parameters, and the settings CNOS
is using by default.
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3.3.3 Precision and recall of SAM and CNOS

In the second stage, we want to select only the correct detections from all the
proposals. This process should increase precision while maintaining high recall.
This is done by assigning each detection a confidence score. We remind that
CNOS assigns the score by comparing DINOv2 [I3] features of segmented objects
and pre-rendered templates (while also assigning each detection an object ID).

We now focus only on scoring, while keeping the evaluation setup that ignores
object identity assignments, and perform the following experiment. Starting from
the default CNOS setting of the SAM, we change individual parameters and
observe how the AP and AR metrics are changing. Running both the SAM (first
stage only) and the full CNOS pipeline, we try to observe how the performance
after the first stage relates to the performance after the second stage. Fig.
shows the results with only the first stage on the left and with both stages on the
right. Compared to defaults, we can see that recall in the first stage of CNOS
can be improved by changing the parameters. In particular, the most effect can
be seen when changing the non-maximum suppression threshold, and also the
stability threshold. On the other hand, changing the confidence score has almost
no effect on the SAM results. Note that even though the recall changes are
small, we could expect a larger recall improvement when combining the settings.
However, this does not necessarily translate into a better score after the second
stage. As seen in Fig. (right), we were able to slightly improve the score
only in two cases (when changing the NMS threshold to 0.9 @, and confidence
threshold to 0.9 #); others have lower both AP and AR.

3.3.4 Second stage of CNOS and scoring

CNOS is computing the scores as cosine similarity using DINOv2 [I3] features
between pre-rendered object templates and segmented object from the input im-
age. To evaluate how well the DINOv2 features perform in this second stage,
we take the CNOS predictions and change the scores. First, to provide a lower
bound on the average precision under which the methods should not drop, we
evaluate the predictions using random scores. To provide an upper bound, we
change the scores of each detection to the maximum IoU with all ground truths,
obtaining “oracle” results. We perform the experiment first for SAM-only pre-
dictions, then for the full CNOS pipeline both with and without considering the
object ID predictions, and show the results in Table 3.2l We observe that the AP
metric of CNOS is quite high with respect to the upper bound, but can still be
improved by approximately 10 percentage points. In other words, with current
recall, CNOS performance is at 85% between our lower and upper bounds when
ignoring object identification assignments, and at 80% when the assigned object
IDs are considered.

Our oracle results show that the upper bound for AP is actually the value of
AR metric. This is expected, even though we think that the names AP (average
precision) and AR (average recall) are a bit confusing when used next to each
other, as the former summarizes the whole PR curve considering both precision
and recall, while the latter is computed only using the recall. Nevertheless, it is
easy to see why this relationship should be true. First, re-scoring cannot change
the recall, as long as we use all the detections during evaluation. This is because
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Figure 3.6: Average precision and recall of SAM and CNOS. We compare
the average precision and recall of the first stage of CNOS (SAM only — left) and
both CNOS stages (right). As expected, the second stage significantly increases
precision, but also reduces recall due to filtering out some of the correct detections.
We evaluate the stages using several different SAM settings, starting from the
default settings (black diamond) and changing individual parameters — stability
(s), confidence (c), and NMS IoU (n) thresholds.
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Method Using object IDs ‘ Scoring ‘ AP ‘ AR

Oracle 0.841

SAM only No SAM confidence score 0.271 | 0.842
Random 0.058
Oracle 0.762

CNOS No DINOv2 cosine similarity | 0.659 | 0.762
Random 0.073
Oracle 0.726

CNOS Yes DINOvV2 cosine similarity | 0.622 | 0.728
Random 0.217

Table 3.2: Scoring upper and lower bounds. We take the detections of SAM
and CNOS using default parameters and evaluate them using different scoring
methods, providing upper and lower bounds for the AP metric. The upper bound
is obtained using simple “oracle” scoring, where each detection has a score equal
to the IoU with the best matching ground truth detection. The lower bound is
obtained using random scores between 0 and 1. For CNOS, we run the evaluation
both with and without considering the object identity predictions.

recall does not count false positives. Second, because the AP metric is computed
as the (approximated) area under the PR curve and the recall cannot change, the
area under the curve can be at most a rectangle with width equal to the recall
and height equal to 1 (perfect precision). Thus, the AP is bounded by the AR.
Our simple “oracle” approach ensures that (almost) all detections identified as
true positives have higher scores than false negatives, maximizing the area.

In Fig. we visualize 4 examples of CNOS detections from the YCUB-
Video [25] dataset with their corresponding scores. We split the detections from
each image into two sets and visualize them separately; one image shows detec-
tions with a confidence score of at least 0.5 and the other image shows detections
with scores below 0.5. We do not show the confidence scores for the latter, as it
contains a large number of masks, which makes it difficult to visualize. This also
shows one problem of CNOS: In practical applications, the user would need to set
a score threshold to filter out unconfident detections, however, we can see that in
some cases even a good detection has a relatively low score e.g. 0.6. This can be
due to various reasons, for example, object occlusions. Thus, the threshold would
need to be set to a relatively low value. For the first example, our threshold
0.5 works well. In the second example, we can see a lot of false positives just
above our threshold. The problem is that the confidence score obtained using the
DINOvV2 feature similarity lacks the notion of objectness, i.e. whether a detection
actually corresponds to an object or not. In example 2, false positives on the
chessboard have been assigned an object ID corresponding to the wooden block
from the YCB-Video dataset. This is simply because the detections also have
a wooden texture, making the DINOv2 features similar. However, this scoring
completely ignores that there is, in fact, no object in the segmented part of the
image. Examples 3 and 4 show scenarios where CNOS was unable to retrieve
some objects. In example 3 this is due to a low confidence score (the bowl) and
in example 4 because SAM retrieved only subparts, but not the whole object (the

41



drill). For additional qualitative results, see Sec. in the attachments.

3.3.5 Evaluation with the object ID assignments

Another important factor in the second stage of CNOS is the assignment of ob-
ject identities. If we predict a really precise bounding box but the object 1D
will not match the one of the corresponding ground-truth, it will not be counted
as a successful detection. Let us recall that CNOS assigns the object IDs by
applying the argmax function on the similarity matrix over the dimension with
different 3D models; i.e. it is again dependent on the DINOv2 feature similarity.
To measure the effect of incorrect object ID predictions, we compare our previous
evaluation results that ignored object ID assignments with results obtained using
an evaluation setup that considers them. Following the SAM settings used in
Sec. [3.3.3] we change individual SAM parameters and plot the results in Fig. [3.8]
using filled markers for evaluation ignoring object IDs, and non-filled markers for
evaluation with object IDs. We can see that on average both AP and AR drop
approximately by 5 percentage points when the object IDs are considered, and
the difference does not change much between various parameter settings. There-
fore, object ID assignments still make a significant difference in the evaluation,
although they have a smaller effect than the the confidence score assignments.

3.3.6 Evaluation with amodal masks

Bounding boxes or masks predicted by CNOS are, as already mentioned, of the
modal type, i.e. covering only the visible part of the object. This is because
the masks are produced by segmentation using SAM. On the other hand, BOP
is using amodal bounding boxes by default, i.e. covering also occluded parts of
the object. For the 6D pose estimation this actually makes sense — for example,
[37, 67, 10] are initializing the translation estimate from a bounding box of an
object. When the object is heavily occluded, the initialization can differ a lot. The
same problem is present in our evaluation of CNOS/SAM-generated bounding
boxes. Occluded objects will decrease the AP and AR metrics, even though
they have been correctly detected from the perspective of modal evaluation. To
illustrate the difference, we evaluated the CNOS predictions using both types
of bounding boxes and show the results in Fig. 3.9 On average, AP and AR
metrics drop by approximately 3.5 percentage points when switching to amodal
type. This is a minor drop compared to other problems of CNOS, and cannot
really be corrected without significant change in the architecture — any method
relying only on some kind of visual segmentation, such as SAM, will have the
same problem. However, note that the YCB-Video is a relatively “easy” dataset
containing only a very small number of images with heavily occluded objects. On
harder datasets with more occlusions, this can still make a significant difference.
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score > 0.5 score < 0.5

Figure 3.7: Examples of CNOS detections with assigned confidence
scores. We show examples of object detections on images from the YCB-
Video [25] dataset. Detections with scores of at least 0.5 are shown on the left,
and detections with scores below 0.5 are shown on the right. Given the score
threshold of 0.5, CNOS detected almost perfectly all objects in the first example,
however, it has false positives and false negatives in the other 3 examples, show-
ing the problems of using DINOv2 [I3] feature similarity for confidence scores.

43



*
0.55 - .
A
0.54
°
[
S
(2]
g 0.53
a &
> o
o 0.52 1 €O 5=0.95, c=0.88, n=0.70
3: 04 ] s=0.95, ¢=0.88, n=0.80
v v s=0.95, c=0.88, n=0.90
0.51
v s=0.95, c=0.70, n=0.70
* % $=0.95, c=0.80, n=0.70
0.50 o # ¢ 5=0.95, c=0.90, n=0.70
A ® 0 s=0.70, c=0.88, n=0.70
0.49 A A s=0.80, c=0.88, n=0.70
’ o] #® & s=0.90, c=0.88, n=0.70
0.62 0.63 0.64 0.65 0.66 0.67 0.68

Average recall

Figure 3.8: Difference in CNOS evaluation results with and without
considering the object identities. On average, the AP and AR drops by
5 percentage points in our experiments when considering predicted object IDs
assignments (non-filled markers) compared to evaluation ignoring them (filled
markers). The difference is similar for various settings of stability, confidence
and NMS thresholds.
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Figure 3.9: Difference in CNOS evaluation results when comparing with modal
or amodal ground-truth bounding boxes, i.e. considering only the visible object
parts or the whole object with occluded areas for the bounding box. Both AP
and AR drops by about 3.5 percentage points when changed to evaluation with
amodal bounding boxes. This is due to the nature of SAM [12], as it predicts
masks only for visible parts of the objects.
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4. Conclusion

In our work, we looked at problems of methods for 6D pose estimation and detec-
tion in uncontrolled environments. In the first part of our work, we investigated
FocalPose [10], a method for joint 6D pose and camera focal length estimation.
We identified the points where the method could be improved and introduced a
new improved method (called FocalPose++ [14]). Our contributions for this first
part can be summarized as follows:

o We re-derived the non-linear 6D pose and focal length update rule, and
suggested a new version of the update rule. We showed that FocalPose
method with our new update rule performs better, and that the original
update rule is, in fact, an approximation of the new one. The benefits of
our update rule lies in the fact that the translation update also reflects the
focal length changes between the update iterations.

o For the rendering of synthetic training data, we introduced two different
distributions of object poses and focal lengths, which better matches the
real training data compared to the uniform distribution used in [10]. We
achieved significantly better results when training on synthetic data gener-
ated using our parametric distribution, validating our approach.

« We replaced previously used DINO instance classifier by ML-Decoder [103],
an attention-based classification head that significantly improved the in-
stance classification accuracy. However, we found that the performance
effect on the final 6D pose estimation accuracy is relatively small. These
findings are consistent with the results in [10], suggesting that FocalPose
works reasonably well even with only a similar or approximate 3D model.

o We evaluated our improved FocalPose++ method with ground-truth boud-
ing boxes and classes, providing an upper-bound on the model performance
when changing the detector and instance classifier. Although FocalPose++
achieves state-of-the-art performance, replacing the detector and classifier
can improve the method by up to an additional 15% in measured metrics.

In the second part, we analyzed CNOS, a method for novel object segmentation,
commonly used as an object detector for the 6D pose estimation of novel ob-
jects. We performed several experiments measuring the performance of the two
CNOS stages and identified their problems. Our main findings are summarized
as follows:

« In the first CNOS stage, Segment Anything Model (SAM) achieves a good
ratio between average recall (AR) and the average number of object pro-
posals per image. On the YCBV-dataset, it achieves an average recall of
almost 74% with the default CNOS parameter settings, i.e. it localizes the
objects depicted in the image by one of the proposed bounding boxes in
74% of the cases. When carefully changing the parameters, the AR can
increase to values above 80%, but the number of proposals also increases
(approximately by a factor of 3.5), making the following second stage of
CNOS more challenging.
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o When comparing AP (average precision metric, i.e. area under precision-
recall curve) between the first and the second stage of CNOS, the AP in-
creases a lot because CNOS assigns a high confidence score only to detec-
tions similar to object templates, in contrast to SAM that tries to detect
all objects. However, sometimes the assigned score is low even for correct
detections, resulting in a decrease in AR (average recall) by around 7.5
percentage points from the first to the second CNOS stage. We also found
that changing the SAM parameters to achieve better recall in the first stage
often does not result in better recall of the entire CNOS pipeline.

o For the second stage of CNOS, we presented the scoring lower and upper
bounds with the current recall achieved by SAM in the first stage. In par-
ticular, we presented the lower bound by assigning a random score to each
predicted detection, and the upper bound by setting the score of each pre-
dicted detection to the IoU with the best matching ground truth detection.
With the default CNOS parameter setting, the AP metric of CNOS is at
80% between the lower and upper bounds. We presented several qualitative
examples of CNOS detections, showing that the scoring by DINOv2 feature
similarity lacks the notion of objectness, i.e. whether a detection actually
corresponds to an object or not. In addition, the scores for some correct
and some incorrect detections are relatively close to each other. In prac-
tice, this makes it difficult to find a good confidence score threshold to filter
out unconfident predictions. This suggests that the second stage could be
improved by training a confidence score model in a discriminative manner,
similar e.g. MegaPose coarse estimator [67].

« Finally, we have also evaluated the correctness of the CNOS-predicted ob-
ject identities and evaluated how it affects the AP and AR metrics. We
found that in our experiments, both AP and AR drop by approximately
5 percentage points compared to the evaluation that ignores the object
identities, 7.e. the evaluation that does not count in the object ID predic-
tion errors. We also investigated how the performance changes when using
amodal bounding boxes (i.e. including occluded parts of objects) instead
of modal bounding boxes (covering only visible parts of the objects). The
change in evaluation results from modal to amodal bounding boxes makes
a smaller difference, about 3.5 percentage points drop in AP and AR.

Future work

6D pose estimation is still an evolving area. It offers various research directions
and has a great potential in the case of uncontrolled environments. In our work,
we have shown examples of methods that can estimate the 6D pose without cam-
era calibration or that can work with novel objects. Leveraging the potential
of these two tasks, one possible direction is to combine them, for example, to
combine FocalPose [10] and MegaPose [67] into a single method for the 6D pose
estimation of novel objects without camera calibration. Having such a method
would allow us to do 6D pose estimation in the wild on YouTube videos where
camera calibration is unknown. Potential applications include learning and plan-
ning robotic manipulation skills from online instructional videos or images lacking
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metadata. Several works have successfully used these approaches for robotic im-
itation of object interactions. For example, [I15] reconstructs the hand-object
trajectory for robotic simulation of the interaction using reinforcement learning,
while [I16] also estimates the motion of the human holding the observed object.
Video demonstrations can also be used for task and motion planning, while uti-
lizing the 6D pose estimates to guide the robot [6]. Learning from such sources
also has an important advantage — the possible scale of the collected datasets.
The importance of scale can be seen in natural language processing, where lan-
guage models such as GPT [I17] are trained using large-scale data sets, leading
to much better generalization and language understanding. A similar trend can
be seen in computer vision. Such large-scale datasets are typically obtained by
data scraping (e.g. HowTol00M [118] searches and downloads YouTube videos),
while in some other cases (such as egocentric videos in the Ego4D [119] dataset)
the videos are manually collected by humans. Similar approaches have also been
used for image datasets [120], 121, [12]. Alternatively, synthetic data can be used
for training, as shown in both FocalPose [10] and MegaPose [67]. This is very
convenient for training the 6D pose estimation methods, as obtaining precise 6D
pose annotations from real images on a large scale is complicated. However, to
be able to generalize to novel objects, a large variety of 3D models has to be
used as well. Fortunately, this is also possible thanks to the recent release of the
Objaverse-XL [122] dataset, which contains over 10 million 3D meshes. Training
a model on photorealistically rendered images of Objaverse objects could lead to
a truly generalizable method working in a zero-shot setting on novel objects.

In the area of novel object detection and segmentation, several potential di-
rections can also be identified. One direction is to improve current two-stage
methods, such as CNOS [II]. Although the Segment Anything Model used in
the first stage of CNOS works really well, we have seen cases where it was unable
to retrieve some objects, e.g. the drill from the YCB-Video dataset. In general,
SAM also segments areas that do not correspond to any “object” from our point
of view. If changing the SAM parameters is not enough, would it be possible to fix
these problems by re-training it to distinguish between “things” and “stuff” [123]?
Alternatively, this could be done in the second stage, i.e. changing the scoring
to include also the notion of objectness. Another possible direction is to elimi-
nate template rendering and use the 3D model directly to detect objects. This
could be done using OpenShape [124], a recent model that extracts embeddings
from 3D models while aligning them with the CLIP [I13] 125] embedding space.
Therefore, it is possible to directly compare a 3D object model with an image
segment without the need to render the object templates. Also, the combination
of SAM and OpenShape raises another interesting question: Would it be possible
to create a single-stage detector of unseen objects? SAM has shown that it is
possible to use CLIP-embedded text as a prompt to their mask encoder. Thus,
OpenShape could be used to obtain CLIP embeddings of the 3D models, and
SAM would be prompted with these embeddings. Although the idea is simple,
several questions remain unanswered, e.g. how to deal with multiple instances of
one object in an image.

Finally, having fast and robust object detection and 6D pose estimation meth-
ods for novel objects that can be scaled to a large object database, Objaverse-
XL [122] could be used to model 3D scenes seen in real images when the 3D model

48



is not available at all, 7.e. we do not have the model even at inference time. This
could be done either by simply retrieving similar objects from Objaverse, or e.g.
via 3D object reconstruction with diffusion models while using Objaverse as a
grounding mechanism.
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A. Attachments

A.1 FocalPose++ qualitative results

Input image Ground truth Our prediction

Figure A.1: Qualitative results for Pix3D chairs.
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Figure A.2: Qualitative results for Pix3D beds.
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Input image Ground truth Our prediction

Figure A.3: Qualitative results for Pix3D sofas.
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Input image Ground truth Our prediction

Figure A.4: Qualitative results for Pix3D tables.
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Input image Ground truth Our prediction

Figure A.5: Qualitative results for CompCars.
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Input image Ground truth Our prediction

Figure A.6: Qualitative results for StanfordCars.

69



Input image Ground truth Our prediction

Figure A.7: Examples of failures in the Pix3D dataset. We show typical
failure modes of FocalPose++: symmetric objects (rows 1-2), local minima (rows
3-4) and misalignment due to the incorrect model (row 5-7).
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A.2 CNOS qualitative results
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Figure A.8: Example CNOS detections with assigned confidence scores.
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score > 0.5 score < 0.5

Figure A.9: Example CNOS detections with assigned confidence scores.
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