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Introduction
The Large Hadron Collider (LHC) in the European Organisation for Nuclear
Research (CERN) performs particle collisions at unprecedentedly high energies.
Proton-proton collisions result in the production of various types of elementary
particles. Interaction between them is described by the Standard Model (SM),
which is one of the most precise models constructed by humankind up to now.

The Standard Model triumphed in 2012 when the Higgs boson was discovered
by the ATLAS and CMS experiments at the LHC [1, 2]. The first evidence of the
Higgs boson was established with the data collected in proton-proton collisions
at 7 TeV and 8 TeV centre-of-mass energy. The most significant excess was found
in H → γγ, H → ZZ, and H → WW ∗ decay modes. Since the Higgs boson
discovery, several measurements at the LHC confirmed that the Higgs boson
couples to other SM particles as predicted. For instance, evidence of Higgs boson
decays to two tau-leptons was claimed by the ATLAS experiment based on the
analysis of Run 1 ATLAS data set [3].

The second data-taking period at the LHC, Run 2, from 2015 to 2018, gathered
a data set of about 150 fb−1 delivered luminosity. This data allowed physicists
to measure the Higgs boson production cross section in H → ττ decays. In 2018,
the ATLAS Collaboration published the result of the analysis of data from 2015
and 2016 [4]. With the complete Run 2 data set, the analysis team could claim
the production cross section with higher significance and smaller uncertainty [5].
One part of this thesis describes the author’s participation in measuring the Higgs
boson production cross section in its decay to two tau-leptons.

The Standard Model explains the majority of interactions between known
particles. There are, however, indications that the Standard Model is not a final
theory of fundamental interactions. Among them, there are tensions between the
theoretical prediction and experimental finding on electron’s and muon’s anoma-
lous magnetic momentum [6], [7]. Together with hints at lepton flavour violation
as measured in meson decays [8, 9, 10], this experimental observation can be
explained by fermion compositeness. The data collected by the ATLAS detector
can reveal physics Beyond the Standard Model (BSM). Specifically, lepton com-
positeness could explain observations. The compositeness could be a result of the
contact interactions. The contact interaction hypothetically occurs between four
fermions. It could manifest itself with the existence of excited fermion states.
Another part of the presented thesis describes the author’s work towards the
search for excited tau-leptons in the ATLAS Run 2 data.

This thesis is composed as follows. Firstly, I introduce the reader to the
Standard Model of particle physics and outline the questions SM theory faces
nowadays. Secondly, I describe the physics of proton-proton collisions in high-
energy physics, the ATLAS experiment at the LHC, and Monte Carlo simulation
in particle physics. Thirdly, I familiarise the reader with the event reconstruction
and statistical interpretation of data. In a separate section, I outline the method
for evaluating the invariant mass of di-tau. The next chapter informs the reader
about my contribution to measuring the Higgs boson production cross section in
Higgs boson decay to a pair of tau-leptons. Eventually, the last chapter describes
the search for excited tau-leptons in the ATLAS data set collected in 2015-18.
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1. Model of elementary particles

1.1 Standard Model
The Standard Model is a commonly accepted and well-established model of ele-
mentary particles and the interactions between them. It owes its name to its high
accuracy, and the epithet “standard" stands for its acknowledgement by the wide
scientific community. The Standard Model has been very successful in predicting
particle existence and properties. Up to now, it finds numerous experimental
proofs.

The matter around us consists of atoms. An atom is pictured as a nucleus
surrounded by a cloud of the electron field. A nucleus is presented as a mixture of
protons and neutrons. There are three known forces which govern interactions be-
tween particles at the microscopic level. Electromagnetic interactions take place
between electrically charged particles and substances with magnetic properties. It
is omnipresent in everyday life: lighting, electrical current, voltage transformers,
radioactive γ-decays and many more. A subnuclear-level strong interaction holds
parts of atomic nuclei together. The interplay between the electromagnetic and
strong interactions leads to radioactive α-decay. Another short-distance interac-
tion – a weak interaction – is responsible for permutations of elementary particles
within the atoms and nuclei. The weak interaction can be observed in radioac-
tive β-decays and synthesis reactions on the Sun. Massive objects are subject to
gravity. The gravitational interaction, among numerous others, adjusts the Solar
system together and causes ebbs and flows of the World’s Oceans. Gravity is
negligible at the level of elementary particles.

Fermionic matter is described by three generations of leptons and quarks.
The Standard Model assumes the existence of seventeen elementary particles
(Figure 1.1) [11]. For each matter particle, an antimatter particle exists. An-
tiparticles have mass identical to particles but have an opposite sign of electric
charge or other physical properties (usually quantified by quantum numbers).
Fermions which interact electroweakly but not strongly form a group of leptons.
Quarks additionally carry colour by means of which they participate in strong
interaction.

Electrons, electron neutrinos, up quarks and down quarks make up the first
generation of fermions. They are building blocks of the matter around us. Muons,
muon neutrinos, strange quarks, and charm quarks are fermions of the second gen-
eration. Tau-leptons (τ -leptons), tau-neutrinos, bottom quarks and top quarks
are the third-generation fermions. The existence of some second and third-
generation particles was predicted by theory. In today’s understanding, particles
of different generations behave identically in electroweak and strong interactions.
However, they differ by mass: i.e. electron is about ∼ 200 times lighter than muon
and ∼ 3500 times lighter than tau-lepton. The hierarchy of masses between gen-
erations makes up a question for scientists.

The Standard Model (SM) is built on the idea of local and global sym-
metry in the elementary particle world [12]. The SM cornerstone idea is the
SU(3)c ⊗ SU(2)L ⊗ U(1)Y gauge symmetry conserved in the strong, weak, and
electromagnetic interactions. Flavour-changing currents are mediated by charged

6



W+ and W− intermediate weak bosons. Neutral Z intermediate weak bosons
propagate weak neutral currents. Massless photons and gluons mediate the elec-
tromagnetic and strong interaction, respectively. The weak and electromagnetic
interactions are unified into an electroweak interaction.

According to experimental observations, the strong and electromagnetic in-
teraction preserves its quantum number of colour and electric charge. The non-
conservation of parity in weak decays was observed experimentally [13, 14]. How-
ever, the properties of weak isospin T and hypercharge Y are not conserved in
weak interactions. Only left-handed particles were found to participate in weak
processes. Neutrino (antineutrino, an antimatter counterpart of neutrino) has
a definitive helicity of -1 (+1) [15]. The SM underpins parity (P) violation by
introducing left-handed fermions through SU(2) weak-isospin doublets (L) while
right-handed fields remain SU(1) singlets (R):

The strict conservation of the local gauge symmetry prevents the intermediate
bosons from acquiring mass. However, the intermediate vector W and Z bosons
are massive [16, 17, 18, 19, 20, 21]. Furthermore, the local SU(2) symmetry
imposes a zero-mass condition on fermions.

The origin of electroweak bosons and fundamental fermions mass can be ex-
plained by their interaction with a complex doublet of scalar fields. This mecha-
nism is called BEH in honour of Rene Brout, François Englert and Peter Higgs.
They; and G. Guralnik, C.R. Hagen, and T. Kibble wrote three papers on sym-
metry breaking [22, 23, 24].

The potential of the ‘Higgs" field can be expressed as follows: V (ϕ) = µ2ϕ+ϕ−
λ(ϕ+ϕ)2 where λ > 0 and µ is a parameter of the Higgs filed self-interaction. If
µ2 < 0, the Higgs potential has its minimum at a non-zero value ϕϕ+ = −µ2/2λ =
υ2/2 (Figure 1.1). The minimal values of the Higgs potential result in a vacuum
expectation value υ.

In this way, the SU(2)L ⊗U(1)Y gauge symmetry is spontaneously broken by
the vacuum into the U(1)EM symmetry. The electroweak (EWK) interaction is
mediated by a gauge Yang-Mills fields, neutral components of which are mixed.
Three intermediate gauge bosons (W±, Z bosons) acquire mass. The remain-
ing strong SU(3)c and electromagnetic U(1)EM gauge symmetries are preserved,
which is aligned with the experimental fact of zero gluon’s mass and photon’s
mass. After symmetry breaking, at least one neutral scalar field remains physical
according to the Goldstone theorem. A survived scalar is a massive Higgs boson.

The BEH mechanism also explains fermion masses. The interaction between
Higgs field H and fermions f is Yukawa-like: LffH = gffH f̄fH where gffH =
−mf/v is a strength of coupling. Therefore, the fermion mass is proportional to
its coupling to the Higgs field. In this way, studying third-generation signatures
has the potential to achieve higher experimental sensitivity in measuring the
Higgs boson properties.

In addition, the introduction of the Higgs field makes the SM theory renormal-
isable. All processes at a tree level can be described in converged matrix elements.
This results in finite cross sections and compliance with unitarity conditions [25].

The evidence of the Higgs boson’s existence was observed at the Large Hadron
Collider (LHC) in 2012 for the first time [1], [2]. Since that, evidence of the Higgs
boson was reaffirmed in multiple channels. The SM Higgs boson properties have
been studied with the data collected at the LHC during its Run 2 (2015-18) [5].

7



This thesis describes the analysis of the Higgs boson production cross section in
its decay to tau-leptons.

Figure 1.1: The graphical explanation of the Standard Model of elementary par-
ticles and the Higgs mechanism [26].

Figure 1.2: Although Nicolás likes the symmetric food configuration, he must
break the symmetry to decide which carrot is more appealing. In three dimen-
sions, there is a continuous valley where Nicolás can move from one carrot to the
next without effort. Courtesy of Antonio Pich [27].

1.2 Physics Beyond the Standard Model
Despite versatile corroborations, the Standard Model does not find an explanation
for a range of experimental observations. Among other findings, there are hints
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of lepton flavour violation in heavy meson decays [8, 9, 10] and tension between
experimental values of electron and muon anomalous magnetic momentum and
their prediction by the SM [6, 28].

Numerous theoretical models aim to eliminate SM shortcomings, to unite all
fundamental forces like the Grand Unification Theory (GUT), to explain the
mechanism of lepton and baryon number conservation, to describe the physics
of the combined charge-parity (CP) violation, to find the reason for the mass
difference between generations (models of leptoquarks and composite fermions,
supersymmetric models, etc.). The presence of not yet discovered forces would
reveal itself in the existence of exotic particles. Altogether, the models describing
non-SM processes or extending SM are called Beyond the Standard Model (BSM)
or new physics.

As mentioned, the existence of the three generations of particles with the
mass hierarchy questions the minds of physicists. What is the reason for the
mass difference between the generations? Is there a gauge-mediated interaction
carrying a lepton number? SM does not answer these questions.

The idea that leptons are composite follows from the observation of the ma-
tryoshka pattern: molecule → atoms → nucleus → proton, neutron → quark.
For that, the search for composite fermions, in particular, is performed with the
pp collision data collected by the ATLAS experiment at the LHC. This thesis
presents the effort towards finding excited tau-leptons (ETL, τ ∗) in the ATLAS
Run 2 data set.
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2. Proton-proton collisions at the
Large Hadron Collider

2.1 The Large Hadron Collider
The Large Hadron collider (LHC) at the European centre of nuclear research
(Geneva, Switzerland) is the largest laboratory for particle physics. It provides
unique conditions for studying elementary particles and interactions between
them with unprecedented accuracy.

The LHC is a circular colliding beam accelerator (Figure 2.1). It realizes
high-energy proton-proton (pp) as well as heavy-ion collisions. Physics is probed
by four major detectors: multi-purpose ATLAS and CMS experiments, ALICE,
and a B-factory LHCb. Besides them, numerous other experiments (TOTEM,
LHCf, MoEDAL, and others) are designed for various measurements. Several
test beam facilities (such as the North Area and the East Area) provide a crucial
resource for the validation of detectors and technologies in real-life situations. The
experiments are constructed to study the Standard Model and to search for BSM
physics. The data collected at the LHC are used for precision measurements of the
SM parameters and for testing various exotics and other new physics theories.
Much recent high-energy physics (HEP) measurements are based on the LHC
data.

Figure 2.1: The complex of the LHC accelerator and related facilities [29].

Protons are produced in duoplasmotrons where a high electric field dissociates
atoms of hydrogen into electrons and protons. Next, high electromagnetic fields
accelerate protons. They are accelerated to 50 MeV energy in Linear Accelerator
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(Linac) by using alternating electric potentials. The Proton Synchrotron Booster
gives further momentum to the proton beam and injects a 1.4 GeV beam into the
Proton Synchrotron for acceleration up to 26 GeV. The Super Proton Synchrotron
serves as a final accelerator (to 450 GeV) before injection of the proton beam into
the LHC. The LHC complex consists of a ring with superconductive magnets used
for particle beam accelerating, bending, and focusing. In the LHC synchrotron,
the proton beam achieves unprecedentedly high energies up to 7 TeV. The LHC
provides a unique opportunity to study the structure of matter in collisions at
the

√
s = 14 TeV centre-of-mass energy.

During the second campaign of data taking, Run 2 (2015-2018), the proton
beams collided at

√
s = 13 TeV. The facility provided densely populated proton

bunches with an instantaneous luminosity of up to 1034 cm−2 s−1 with a 25 ns
interval between proton beam crossings. The amount of the data recorded by
the ATLAS experiment at the LHC during Run 2 allows to perform statistically
significant measurements.

2.2 Physics of proton-proton collisions
The proton beam at the LHC consists of a group of bunches, squeezed packets of
protons. Intersections of bunches cause interaction between proton constituents
– partons: quarks, antiquarks, and gluons. This physical activity is recorded as
an event in an output data set.

(a) (b)

Figure 2.2: A sketch of a proton-proton collision at high energies [30] (a). Deep
inelastic scattering in pp collisions, jet emergence and reconstruction [31] (b).

The majority of interactions between protons result in non-elastic scattering,
which can be hard or soft depending on the energy transferred between partons
upon collision. In the deep inelastic scattering (DIS), partons undergo a very
inelastic interaction with a large momentum transfer of several GeV (Figure 2.2a).
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In a perturbative phase, partons emit gluons. Gluons, in their turn, can emit
quark-antiquark pairs. Due to the confinement, colourful quarks and gluons are
hadronised. As a result of a non-perturbative phase of the hadronisation, final-
state bound states of quarks are formed. The formed hadrons are colourless.
Based on a quark composition, mesons and baryons are distinguished in hadrons.
The energetic collimated sprays of the hadrons produced upon fragmentation of
the initially interacting partons are called jets (Figure 2.2b).

Proton fragments and other beam constituents can interact as well. These
interactions are referred to as underlying events and multi-parton interactions.
Apart from hard interactions, multiple soft collisions usually accompany bunch
crossing. Soft inelastic collisions produce hadrons of lower energies.

The probability of a given process to occur in parton hard scattering can
be quantified by a cross section. The cross section evaluates the probability of
production and decay of a given particle. In pp collisions, it depends on the
parton density function (PDF) and matrix element (ME). The parton density
function fh

a (x, µF ) describes the density of parton of a type a carrying x fraction
of momentum in a proton h which interacts at the scale µF . The matrix element
σ̂ab→F quantifies the probability of the transition from an initial state (partons
a and b) to a final state (F ). The perturbative and non-perturbative phases are
independent. Therefore, the cross section is factorised out [32] in the following
way:

dσ

dO
=
∑︂
a,b

∫︂
′̂
fh1

a (x, µF )fh2
b (x, µF )dσ̂ab→F

dÔ
DF (Ô → O, µF ) (2.1)

where O is a hadronic observable and Ô is a parton-level variable. The indices a
and b run over parton types in colliding protons, and the indices h1 and h2 label
two colliding hadrons. The term DF (Ô → O, µF ) stands for the probability of
the transition from the partonic-level variable Ô to the hadronic observable O
after hadronisation.

Usually, the final state of interest is an ensemble of reconstructed objects and
event-level signatures characteristic of certain processes. Knowledge of expected
properties allows physicists to select objects and events. This narrows down the
full ATLAS record to a set of events under investigation. A rate of registering
of a given type of event is defined as a ratio of the process cross section and
the collider instantaneous luminosity: rate ab→D = L/σab→D. At the LHC, the
instantaneous luminosity is defined through the number of particles per bunch
Nbunch by the equation

L = nN2
bunchfLHCγ

βεF
(2.2)

in which n is the number of bunches in the beam, fLHC is the revolution frequency
(collision rate) at the LHC, γ is a relativistic factor, ε is a normalised transverse
beam emittance, β is a beam β-function, and F is an acceptance factor [33]. The
γ, β, and ε parameters define the transverse beam size: S =

√
εβ [34]. The size of

the data set delivered by the accelerator or collected by the detectors is measured
in units of an integrated luminosity. The integrated luminosity is integral to the
instantaneous luminosity throughout data taking.

The designed parameters of the LHC take into account small cross sections.
For inelastic processes cross section achieves around σinel ≈ 80 mb. The elastic
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cross section is about σel ≈ 31 mb at
√
s = 13 TeV (Figure 2.3). Yet smaller

cross sections characterise exclusive processes. For example, the estimated cross
section is about 15.6 fb for contact-interaction production of hypothesised excited
tau-leptons with mass mτ∗ = 1 TeV at the compositeness scale Λ = 10 TeV. The
total Higgs boson production cross section σ(pp → H + X) reaches ∼ 50 pb at√
s = 13 TeV. To increase or open up the probability of registering events of

interest, physicists perform high-rate collisions of high-luminosity beams at high
energies over extended periods.

The large luminosity and the high collision rate lead to multiple interactions
per bunch crossing, and their number µ is defined as follows:

µ = Lσinel

NbunchfLHC
(2.3)

The effect of simultaneously happening or simultaneously registered events is
known as a pile-up. The concurrent events are measured simultaneously (so-called
in-time pile-up). As a detector’s readout time window is larger than the bunch
spacing of 25 ns, the signal from neighbouring bunch crossings can be sampled
with the current one (so-called out-of-time pile-up).

Figure 2.3: The elastic, inelastic, and total cross section on interactions in pp and
pp̄ as a function

√
s [35].

There were about 34 interactions per bunch crossing under Run 2 data-taking
conditions (Figure 2.4). This pile-up is the price physicists pay to maximise
the integrated luminosity. The ultimate goal is to measure rare events with the
highest statistically allowed accuracy. In Run 2, the ATLAS detector collected
the set of 140 fb−1 data ready for physics analyses.

The ATLAS records data based on the decision of a set of two-level trig-
gers [37]. In Run 2, it included the Level 1 (L1) system, based on customised
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Figure 2.4: The mean number of interactions per bunch crossing in proton-proton
collisions observed per year of ATLAS data-taking during Run 2 [36].

hardware, and the High-Level Trigger (HLT) system, implemented in software. A
trigger decision is positive if requirements on objects’ energy, position, identifica-
tion, isolation and specific criteria on event topology are satisfied. The geometri-
cal match between trigger-level (L1) objects and final-state reconstructed objects
is needed. The di-tau trigger is discussed in detail in Appendix A. For instance,
Figure A.1 presents the composition of the τhad tau-lepton trigger chain.

During data taking, cross section estimates depend on data acquisition life-
time, trigger prescales, and operational status of detector parts. Data taking at
the LHC is performed in luminosity blocks, each lasting about a minute. A con-
tinuous period of data taking is called a run. Runs usually last for hours which
corresponds to a single fill of the LHC. Runs are grouped into sub-periods and
periods based on the similarity of data-taking conditions. Eventually, a term of
the LHC Run covers all the data-taking campaigns between long technical shut-
downs. During these shutdowns, the system undergoes technical maintenance
and upgrades.
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3. ATLAS experiment at the
Large Hadron Collider

3.1 Particle interaction with matter
The particles produced immediately after the hard scattering typically have large
energies (orders of GeV). A pp interaction typically results in the production
of quarks, gluons, electrons, muons, tau-leptons, neutrinos, intermediate vec-
tor bosons, and Higgs boson.1 The detector registers these final-state particles.
Short-lived particles – such as W , Z, or Higgs bosons – instantly decay instantly
to more stable ones. Hadronised quarks are observed as jets and hadrons. Be-
sides elusive neutrinos, emerged particles interact with detector material. There
are numerous mechanisms for how particles interact with matter at the atomic,
nuclear and subnuclear levels.

Electrons and positrons with an energy of MeV and above are decelerated in
the electromagnetic field of atomic nuclei. As a result, Bremsstrahlung radiation
is emitted. A fast charged particle can produce secondary electrons. Electrons
and other charged particles of lower energies preferably lose their energy by ioni-
sation. When a positron and an atomic electron annihilate, two photons emerge.

Photons with energy above double electron mass 2me can form a pair of
an electron and a positron. Energetic photons interact with atomic electrons
and nuclei through Compton scattering. Low-energy photons (below ∼ 10 keV)
have a higher probability of interacting through a photoelectronic effect, which
is accompanied by electron emission.

Mutual conversion between electrons, positrons and photons results in a chain
reaction which is called an electromagnetic shower. The electromagnetic cascade
is sustained with the e− − e+ pair production by photons and Bremsstrahlung
radiation by electrons and positrons. The EM shower development is schematized
in Figure 3.1. To register EM cascades throughout their evolution, a dedicated
detector should be appropriately segmented. The electromagnetic calorimeter is
required to have a width and length of several radiation lengths X0. The such
size ensures that the calorimeter optimally accepts and efficiently registers EM
showers.

Incoming high-energy (above 1 GeV) hadrons undergo inelastic scattering with
nuclei. As a result, secondary charged and neutral hadrons (pions, kaons, protons,
neutrons) are produced. The secondary hadron can further participate in inelastic
interaction which leads to the development of a hadronic shower (Figure 3.2).
Neutral pions decay to photon pairs, which initiate subsequent electromagnetic
shower. The decay of charged pions and other hadrons can produce muons.

Neutrons scatter multiple times elastically and inelastically until they slow
down to thermal energies (0.025 eV). The nucleon-free path length λnuclear defines
the size of a hadronic calorimeter. A hadronic calorimeter’s length and width
correspond to the expected longitudinal and lateral span of hadronic showers.

1Emergence of anti-particles goes without saying. Electrons e− and positrons e+, muons
µ− and µ+, tau-leptons τ− and τ+, quarks d, u, s, c, b, t and anti-quarks d̄, ū, s̄, c̄, b̄, t̄, neutrinos
νe, νµ, ντ and anti-neutrinos ν̃e, ν̃µ, ν̃τ can be produced.
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Figure 3.1: The development of an electromagnetic shower in matter [38].

Figure 3.2: The development of an hadronic shower in matter [38].

Muons can be produced primarily in a hard-scatter process and in the decay of
secondary particles (vector bosons, tau-leptons, charged pions, and others). For
muons with energy above several hundred GeV, radiative losses are significant. In
a wide energy range below 0.5 TeV ionization losses are a dominant principle for
detecting muons. Radiative losses become significant for highly energetic muons
(with energy above several hundred GeV).

3.1.1 Registration principles of high-energy detectors
The evolution of electromagnetic and hadronic avalanches is stopped when the
secondary particles do not have enough energy to create new particles. The final
daughter particles formed in showers are subsequently thermalised, absorbed, or
captured. At this stage, charged particles can be detected due to their ioniza-
tion losses. Semiconductor and silicon detectors, gaseous detectors and counters
exploit materials with a low ionization potential to gain higher sensitivity.

Scintillator-based detectors use the material’s property to be excited by ion-
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izing particles. This mechanism is employed in electromagnetic calorimeters
to measure the energy of electrons and photons. Scintillators are also used in
hadronic calorimeters, which register hadrons and jets.

The drift tubes and multiwire proportional chambers, resistive plate and thin
gap chambers are exploited for muons registering. These detectors deploy gases
with lower ionization potential (e.g. argon or pentane). The muon tracks are also
detected by silicon-based semiconductor detectors based on the muon ionization
losses.

Besides, detectors of Cherenkov and transition radiation are widely used in
experimental particle physics for particle detection, identification and momentum
measurement.

3.2 The ATLAS experiment
The ATLAS detector (A Toroidal LHC ApparatuS) [39, 40, 41] is a multi-
purpose detector designed to observe particles produced in pp and heavy-ion
collisions at the LHC. The ATLAS experiment is dedicated to measuring SM
parameters and assisting in searches for new physics.

The ATLAS detector surrounds the main interaction point where the proton
bunches cross (Figure 3.4). Several subdetectors are located at different distances
from the main interaction point. Figure 3.3 illustrates how the signal from passing
through particles is reconstructed and interpreted.

Figure 3.3: The diagram of the particle signatures in the ATLAS detector [42].
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They enable particle identification and measurement of their four-momenta.
Energy and location of passing through particles are usually defined in terms of
transverse momentum pT, pseudorapidity η, and azimuthal angle ϕ.2 The detec-
tor symmetrically covers the main interaction point in the range of pseudorapidity
up to |η| < 4.9 with almost a full solid angle.

The ATLAS detector is designed to register particles which are produced
in pp collisions and subsequent particle evolution: electrons, photons, muons,
hadronically decaying tau-lepton, charged and neutral pions, jets. The energy
carried by elusive neutrinos is commonly estimated as an energy disbalance in
the plane transverse to the beam axis.

The layout for Run 1 (2012-2015) and Run 2 of the ATLAS detectors was
designed in the 90s and 00s. The detectors, their readout, and related electronics
components were extensively tested during numerous test beam campaigns at the
Prevessin in the CERN North Area. The North Area facility allows validation
equipment with particle beams of up to 400 GeV energy. The detector response
to hadrons (pions, kaons, protons), muons, and electrons was extensively studied.

Figure 3.4: A cut-away view of the ATLAS experiment [39].

3.2.1 Inner detector
The Inner Detector (ID) accomplishes the challenging task of tracking multiple
charged particles produced in pp collisions in a compact volume [43]. The ATLAS
Inner Detector is represented by finely granular semiconductor and transition
radiation detectors with high sensitivity and fast readout. The Inner detector is
required to be radiation-hard due to high radiation exposure. Thus, the innermost

2The ATLAS coordinate system is a right-handed Cartesian one. The centre of the coordi-
nate system is placed at the main interaction point where two beams are colliding. The z-axis
is directed along the beam line. The x-axis passes through the interaction point and the centre
of the LHC ring, and the y-axis is pointed perpendicularly upwards. The cylindrical system of
the (r, ϕ) coordinates is introduced in the transverse plane, where r is parallel to the x-axis
and ϕ is the azimuthal angle raised from the z-axis. In terms of a polar coordinate θ in the
longitudinal (x, y) plane, pseudorapidity is defined as η = − ln tan(θ/2).
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layer of the Pixel system is engineered to withstand up to 2×1015 1-MeV neutron
equivalent per cm−2 after 10 years of operation (2008-18) [44].

The Inner Detector is situated in 2 T axial magnetic field generated by a
superconducting solenoid magnet. The Inner Detector has a total radius of about
1.15 m and comprises four subdetectors:

• The Insertable B-Layer (IBL) with 12 million readout channels introduced
in 2014 and employing 3D pixel sensors 230 µm thick [45],

• The Pixel Detector comprising 80 million tiny (50 µm × (250 ÷ 400) µm)
silicon pixels for accurate registration of vertices,

• The Semiconductor Tracker (SCT) with dense readout of 6.3 million chan-
nels for precise detection of tracks, and

• The Transition Radiation Tracker (TRT), a gaseous (Xe − CO2 − O2 or
Ar − CO2 − O2) detector made of 300,000 straw drift tubes, which assists
in particle identification (e.g. electron/pion separation).

The SCT detector operates at ∼ 0° being cooled with a carbon dioxide CO2
and fluorocarbon C3H8 mixture. The TRT is kept at room temperature [46]. An
ATLAS Inner Detector End Cap is housed in a LAr cryostat to avoid thermal
noise. For Run 2, the Inner Detector Data Acquisition (DAQ) hardware was
improved to cope with the high-luminosity challenges.

The efficiency and resolution of the Inner Detector trigger were studied in
several processes. The Inner Detector tracking achieved nearly unit efficiency for
the 24 GeV muon and the 25 GeV one-prong tau-lepton trigger. The response
is uniform for offline muons with pT > 10 GeV and approximately stable at the
various pile-up level [47]. The processing time of the tau-lepton trigger signatures
was reduced by applying a two-stage approach [48]. The fast track finding takes
45 ms and the precision tracking is done within 5 ms [47].

3.2.2 Calorimeters
Electromagnetic and hadron calorimeters form the next layer of the ATLAS de-
tector. Development of electromagnetic (EM) and hadronic showers is defined by
the radiation length X0 and the nuclear interaction length λnuclear. The nuclear
interaction length is typically one to two orders larger than the radiation length as
the cross section of interaction between incident hadrons and nuclei in the detector
matter is lower than the cross section of the electroweak interaction. Therefore,
the electromagnetic calorimeter is surrounded by the hadronic calorimeter in the
ATLAS. The majority of the particles in electromagnetic showers – electrons
and photons – are registered by electromagnetic calorimeters. Hadronic show-
ers develop in the EM and hadronic calorimeters. The ATLAS calorimeters are
non-compensative. It means that they respond to electrons and isolated hadrons
of the same energy with pulses of different values. The estimated e/h (electron-
to-hadron) non-compensation was 1.74 (1.36) for an electromagnetic (hadronic)
compartment of the combined calorimeter [49, 50].
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The electromagnetic Liquid Argon Calorimeter. The ATLAS electromag-
netic (EM) calorimeter is the Liquid Argon (LAr) calorimeter [51]. It is composed
of the barrel in the central |η| < 1.45 region and the End Caps (EC) in the high-η
region (1.375 < |η| < 3.2) as shown in Figure 3.5. The total length of > 24X0
in the barrel and > 26X0 in the EC ensures high detector acceptance and EM
shower containment.

The lead absorber plates are interspaced with ∼ 182,000 electrodes with the
LAr gaps, 2 mm each. Electromagnetic cascade is initiated in the high-Z lead by
incoming particles (namely, electrons, and photons). Liquid Argon is chosen as
active material due to its low excitation and ionization energetic thresholds. LAr
also provides a linear and stable response. The molecules of the cooled LAr are
ionized by passing through charged particles of the electromagnetic shower. The
produced ionization current is read out, and the energy and position of electrons
and photons are measured.

The Liquid Argon Calorimeter reached its designed energy measurement pa-
rameters in Run 2. The electron energy resolution was probed in Z → ee events
and the constant term did not exceed 1% for the majority of the LAr barrel
channels [52]. The energy scale uncertainty defined with corrections from Z bo-
son mass stayed within 4 ‰ [53]. The LAr time resolution was below 0.3 ns for
energies above 30 GeV, with a constant term of ∼ 200 ps [54].

Figure 3.5: A cut-away view of the ATLAS calorimeter system [55].

The hadronic Tile Calorimeter. The ATLAS Tile calorimeter measures the
four-momenta of the jets, hadrons, and hadronically decaying tau-leptons through
their strong and electromagnetic interaction with the detector material. It also
assists in muon identification and Level 1 triggering.

The central section of the ATLAS hadronic detector is represented by a seg-
mented sampling Tile calorimeter. Layers of the active medium (the tiles of a
plastic scintillator) are sandwiched with layers of steel absorber. The TileCal uses
a plastic scintillator due to its good scintillating properties. The energy of passing
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Figure 3.6: The mechanical assembly and the optical readout of the Tile Calorime-
ter module [55].

through particles is converted into light which is transmitted to photomultiplier
tubes (PMT). In PMTs, the collected light is transformed into an electric current.

Overall, the TileCal comprises 5182 cells, and a cell is typically read out by
two PMTs (channels). The cell granularity is ∆η × ∆ϕ = 0.1 × 0.1 for two
innermost radial layers and ∆η × ∆ϕ = 0.2 × 0.1 for the outermost radial layer.
The TileCal is azimuthally segmented in 64 modules (Figure 3.6).

With an effective nuclear interaction length of 20.7 cm [56] and the instru-
mented region of 1.64 m radial thickness [57], the TileCal provides detection
throughout 7.4 λnuclear for particles emitted at 90 degrees to the beam line [57].

The electronic noise is measured to be at the level of 20 − 40 MeV, in dedi-
cated pedestal runs without signal exposure. The pile-up noise is measured with
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zero-bias triggered events and compared to minimum bias Monte Carlo simula-
tions [58]. The pile-up affects the most the TileCal cells in the innermost radial
layer due to the highest particle flux close to the main interaction point. The
pile-up noise is lower in two outer layers.

The calibration scale was derived from the Tile Cal responses to electrons dur-
ing test beam campaigns. The response to collision muons and high-momentum
isolated cosmic muons verifies the measured energy at the EM scale. Isolated
hadrons are used as a probe of the hadronic response. The detector response
azimuthal uniformity and linearity are observed [59], [60].

In Run 2, the hadronic Tile Calorimeter performed within the designed jet
resolution σ(E)/E = 50%/

√
E ⊗ 3%. The time resolution studied with multi-

jet events is within 1 ns for the cell with energy input above 30 GeV [61]. The
constant term of the time resolution approaches 0.3 ns.

The Data Quality (DQ) efficiency 99.65% was achieved by the TileCal in
Run 2.

The LAr Hadronic End Cap Calorimeter (HEC). The LAr hadronic end-
cap calorimeter employs copper-tungsten plate absorbers. Its geometry is benefi-
cial for registering jets and hadronic showers in the forward region 1.5 < |η| < 3.2.
Drift regions of the 1.8 mm size are created with a gap structure of the elec-
trodes [62]. It is read out by an electrostatic transformer with GaAs cryogenic
preamplifiers [63] which improves the signal-to-noise ratio and reduce the rate of
failures. Signal is promptly processed based on the concept of “active pads” [64].

The detector is capable to measure muons and jets escaping the LAr EM
calorimeter in the higher-pseudorapidity region.

The Forward Calorimeter (FCal). The Forward Calorimeter (FCal) covers
a very forward 3.1 < |η| < 4.9 pseudorapidity region extending the ATLAS
detector sensitivity for more than 10 λnuclear. The FCal uses LAr as an active
medium and copper and tungsten as a passive medium in the two inner EM
hadronic modules and an outer hadronic module, respectively. The LAr gaps are
at least four times finer than in the LAr EM calorimeter. Such topology provides
a fast readout in a busy environment.

The FCal functions as an electromagnetic as well as hadronic calorimeter in
the regime of the extremely dense flux of energetic particles. It assists in the
identification of forward jets and works as shielding for the outer muon system.
It is also employed to register punch-through jets (the remnants of beams that
are not registered by preceding detectors) [65]. The forward detector provides a
solid-angle encapsulation of the whole detector, which reduces energy loses and
improves the reconstruction of the missing transverse energy.

3.2.3 Muon spectrometer
An outermost muon spectrometer (MS) plays a key role in the detection of
muons [66]. Together with the Inner Detector, the Muon Spectrometer identifies
muons and measures their momenta. The MS provides efficient muon triggering.

The MS comprises superconducting air-core toroidal magnets. The average
strength of the barrel and end-cap toroids is 0.5 T and ∼ 1 T, respectively [39].
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The muon detectors are represented by high-precision drift and multi-wire pro-
portional chambers.

Muon momentum is defined via the muon trajectory curvature in the magnetic
field. The measurement is performed at six-eight η points along the track in the
chamber. The muon path is detected by Monitored Drift Tubes (MDTs) which
are arranged in three radial layers along the beam axis. In the innermost End
Cap 2 < |η| < 2.7 range, the Cathode Strip Chambers (CSCs) are deployed
due to their ability to withstand high particle flux. Resistive Plate Chambers
(RPCs) (|η| < 1.05) and Thin Gap Chambers (TGCs) (1.05 < |η| < 2.4) play a
role of muon triggers and measure muons (η, ϕ) coordinates.

The single-hit spatial resolution is about 80 µm for each MDT chamber [67].
The TGCs spatial resolution is better than 100 µm. The intrinsic time resolution
of the RPC chambers is ∼ 1.44 (1.64) ns in the η (ϕ) plane [68]. The MS relative
transverse momentum resolution is below 3% for pT > 22 GeV and is about 10%
at pT ≈ 1 TeV as studied in Z → µµ and J/Ψ → µµ events.

3.2.4 Forward Detectors
There are forward detectors LUCID (LUminosity Cherenkov Integrating Detec-
tor), ZDC (Zero Degree Calorimeter), ALFA (Absolute Luminosity For ATLAS),
and AFP (Atlas Forward Proton) in the ATLAS experiment. Placed at a dis-
tance from the interaction point, they measure outcomes of particle collisions at
the very forward rapidity range. The data collected by the forward detectors in
low pile-up conditions allows for studying diffractive events and soft QCD pro-
cesses. The LUCID detector plays an important role in measuring luminosity at
ATLAS.

3.2.5 Trigger system
Due to large number of events and the limited capacity of data storage, only
events displaying features interesting for scientists are selected. The ATLAS
trigger system is dedicated to identifying events of interest.

The hardware-based Level 1 trigger exploits data from the calorimeters and
the muon spectrometers. Candidate electrons, photons, jets and muons are
promptly reconstructed. The Level 1 trigger decides whether the event will be
saved for physics analysis. The Level 1 trigger acceptance rate is 200 kHz.

If accepted by the Level 1 trigger, the event is passed to a two-stage software-
based High-Level trigger (HLT). The HLT applies selection algorithms using the
full-granularity information from the whole ATLAS detector, including tracking
by the inner detector. After acceptance by HLT triggers, the event rate is reduced
from the initial 40 MHz rate to 200 kHz.

The trigger system uses its own algorithms to promptly reconstruct objects,
typically in a simplistic way. The trigger-level objects are often called online
ones in this thesis due to the fact they are reconstructed at the very moment the
event occurred. The offline objects are reconstructed afterwards based on the full
recorded information. The offline estimation of time and energy may account for
various corrections aiming to improve measurements.
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4. Monte Carlo simulation

4.1 Monte Carlo methods in particle physics
The Monte Carlo (MC) simulation is an essential part of measurements and
searches in high-energy experiments. It is widely used for modelling particle
production and decay as well as their interaction with matter. The MC technique
relies on the estimation of multi-factor probabilities for processes. The Monte
Carlo method allows for a random outcome of the process and due to that it
obtained the name of the gambling destination in Monaco.

A simplified process of the data sample generation is outlined below.
Firstly, Monte Carlo generators describe hard-scatter processes happening

in pp collisions at a parton level. These processes are typically light-flavour
quark-antiquark scattering, gluon-gluon scattering, or (anti)quark-gluon inter-
action with a large momentum transfer. In the hard scattering, SM particles
are produced in known interactions: other quark pairs or gluons (via strong in-
teraction), intermediate bosons (via electroweak interaction), and Higgs bosons
(via Higgs interaction). A particular BSM interaction can be simulated within a
chosen model as well, given a set of constraints, parameters, and conditions for
particle decay. Modern MC generators support the modelling of hard scattering
processes at a tree level with leading order (LO) accuracy and some of them
achieve next-to-leading order (NLO) accuracy.

Then, the outcomes of the hard-scatter reaction and the final-state kinematic
properties are calculated for a given decay mode(s). At this step of MC genera-
tions, the kinematic properties of product particles can be studied. The so-called
generator-level (particle-level, truth-level) observables give an estimate of how
particle would be measured by an ideal, perfectly calibrated detector with an
infinite resolution [69].1 The modelling at a generator level does not include de-
tector simulation, and the particle-level observables are used to validate the MC
simulation.

Once the hard process is generated, the particle decay cascade, electromag-
netic and hadron shower development and underlying events are simulated.

In practice, the measurement of objects by a real detector is distorted due to
reconstruction and detector imperfections. Thus, the Monte Carlo generated sam-
ples further undergo simulation of passing through the detector and the trigger
system. The passage of particles through the matter of the detector is modelled
by the Geant 4 package [70]. This is a common tool for the simulation of interac-
tions between particles and detector material. The ATLAS experiment supports
two approaches: full and fast ATLAS simulation [71].

The simulated data are then digitized in the same way as it is done for real
data (Figure 7.1 shows the data processing flow). As mentioned in Section 2.2,
hard scatterings overlay with multiple underlying events happening at the same
bunch crossing during pp collisions at LHC. In MC, the effect of pile-up is em-
ulated by overlaying the hard-scatter events with inelastic pp events generated

1As these observables refer to particles and interactions properties themselves and are not
biased with detector effects, these generator-level variables are often called “truth” in the jargon
of the ATLAS experiment.
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Process Generator PDF set UE tune ME order XS orderME PS ME PS
V+jets Sherpa v2.2.1 NNPDF30NNLO Sherpa NLO/LO NNLO

tt̄ PowhegBox v2 Pythia v8.230 NNPDF30NLO NNPDF23LO A14 NLO NNLO
NNLL

single top s Powheg-Box v2 Pythia v8.230 NNPDF30NLO NNPDF23LO A14 NLO NLO
single top t Powheg-Box v2 Pythia v8.230 NNPDF30NLO NNPDF23LO A14 NLO NLO

Wt Powheg-Box v2 Pythia v8.230 NNPDF30NLO NNPDF23LO A14 NLO NLO
NNLL

Diboson Sherpa v2.1.1 NNPDF30NNLO Sherpa NLO/LO NNLO

Table 4.1: The list of MC generators, their settings, and accuracy of cross section
calculation for SM background processes.

by Pythia v8.186 [72] employing the NNPDF2.3LO set of PDF [73] and the A3
tune [74]. Consistency between ⟨µ⟩ profiles between MC and real data is pro-
vided by the procedure of pile-up reweighting [75].

Each event simulated with Monte Carlo is assigned a weight. The event weight
corrects for imperfections in the modelling of detector response. It includes factors
of object reconstruction and trigger efficiencies.

4.2 MC modelling for SM and BSM processes
The research presented in this thesis analyses events with signatures of the Higgs
boson decay into two tau-leptons. Another analysis studies events with a pair
of tau-leptons and two jets. Numerous Standard Model processes mimic char-
acteristics of events involving tau-leptons, jets and missing energy. Therefore, a
precise estimation of the SM background is a must-have in these analyses (and a
majority of HEP analyses in general).

SM background processes, except a fraction of fakes, are simulated with MC.2
Majority of background processes is shared between two analyses presented (H →
ττ measurement and τ ∗ search).

The MC generators used for modelling background, versions of PDF sets and
tunes, the accuracy of generation in QCD and cross section calculation are listed
in Table 4.1. Production of the MC samples is undertaken centrally by the ATLAS
Particle Management Group (PMG).

Excited tau-lepton and Higgs boson signal samples were also generated with
MC. Their generation is described in the dedicated chapters.

For MC simulated events, the data processing chain includes additional steps
in comparison to real ATLAS data. The MC event generator EVNT outputs (hard-
scattering processes, hadronic showering and underlying events) undergo emula-
tion of passage through the ATLAS detector. As result, the Geant 4 sets of energy
depositions sampled in time and segmented spatially in the active detector ma-
terial are collected in the HITS format. The hits are digitized as they would be
read out by the real detector (RDO format).

2The fake background contribution is represented by events where a certain type of particle
is misidentified.
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5. ATLAS event reconstruction

5.1 Event reconstruction
The signals read out from the ATLAS subdetectors are reconstructed. The
L1 triggers provide a fast estimation of the objects and based on their decision
the event is kept or discarded for further reconstruction steps and subsequent
storage.

The picture of the pp bunch collisions is restored based on the reconstructed
tracks and calorimeter clusters. The signal in the Inner Detector can be then
assigned to a vertex of a particle production or decay. Electrons, muons, jets,
τhad, and photons are reconstructed based on the combined information from the
Inner Detector, the calorimeters, and the Muon Spectrometer. If several objects
share the same detector signal, a procedure of so-called overlap removal (OLR)
resolves ambiguities in object identification. It will be described in detail in
Section 5.6. In a brief, the order of preference for objects is as follows: muons,
electrons, hadronically decaying tau-leptons, and jets.

The energy disbalance in the plane perpendicular to the beam axis is under-
stood as the energy taken by neutrinos.1 The pile-up and underlying events can
be estimated alongside.

5.2 Electrons
Electrons are identified as energetic clusters deposited in the EM calorimeter and
matched with the charged-particle tracks identified by the Inner Detector [76].

The ATLAS software Athena performs calibration of electrons as well as pho-
tons with the corresponding tool.2 At the next step, calibration adjusts the energy
scales between different layers of the EM calorimeter as well as between MC and
data [77]. The energy resolution is optimized with the multivariate regression
algorithm and application of the supercluster method [78].

In Run 2, the ATLAS distinguished three working points of electron identifi-
cation: Loose, Medium, and Tight [53]. They provide the efficiency of 93%, 88%
and 80%, respectively.

A set of variables are calculated to discriminate prompt electrons against EM
energy deposits driven by jets, photons, and non-prompt electrons. The latter
can originate from background decays of heavy-flavour hadrons. A projective
likelihood estimator is employed to further reject the events where electrons are
mimicked by semi-leptonic decays of heavy quarks.

The electron isolation is defined as a ratio of transverse energy in a cone of the
∆R = 0.2 angular distance to the total energy deposited by the corresponding
cluster.3 Several electron isolation categories are defined, including Gradient and
PLVTight working points (WPs) [76].

1It is called the missing transverse energy as will be introduced later on.
2The electron and photon calibration tool EgammaCalibrationAndSmearingTool is em-

ployed.
3Here, the angular distance is defined by the pseudorapidity and azimuthal coordinates:

∆R =
√︁

(∆η)2 + (∆ϕ)2.
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Electrons should have good Object Quality, i.e. their composite clusters pass
good-quality criteria and the electromagnetic shower has the shape as expected.4
Several selections are intended to remove the signal from cells with non-functional
calorimeter readout or cells with disrupted High Voltage supply.5

Electrons are required to have transverse momentum above 15 GeV in both
presented analyses. The pseudorapidity of an electron is defined as a barycentre
of the electron’s primary cluster in the second layer of the EM LAr calorimeter.
The required |ηBE2| < 2.47 range corresponds to the fiducial space of the Inner
Detector and the high-granularity section of the EM calorimeter. The transition
region 1.37 < |ηBE2| < 1.52 between the barrel and the end-cap modules is
excluded.

Additional selections on the vertex configuration are devoted to rejecting non-
prompt electrons originating from tau-lepton decay. The selections on the sig-
nificance |d0|/σd0 < 5 and |z0 sin θ| < 5 mm are recommended by the ATLAS
EGamma working group. Here z0 (d0) is the longitudinal (transverse) impact pa-
rameter with respect to the primary vertex and σd0 is the uncertainty on the
transverse impact parameter. This selection is included in the search for excited
tau-leptons. However, it was not applied in the H → ττ analysis: as electron
from τlep is generally displaced from the primary vertex in H → ττ events, the
requirements on d0 and z0 would decrease the yield of the signal signatures.6

Baseline electrons are required to satisfy the Loose ID criteria before entering
the overlap removal. This is related to both analyses considered.7

The difference in electron reconstruction, identification, and isolation between
data and MC is eliminated by applying appropriate scale factors for event weights
in Monte Carlo.

5.3 Muons
Muons are reconstructed independently in the inner detector and in the muon
spectrometer, and data from individual detectors are combined to form the final
muon tracks [79].

The muon momentum is calibrated to make pT of the simulated muons aligned
with muon pT properties in real data. The momentum resolution and scale cor-
rections acknowledge non-uniformities of the magnetic field and the detector ma-
terial, fluctuating energy loss in multiple scattering, and the impact intrinsic
resolution [80].

It is important to distinguish between prompt muons and delayed muons.
Non-prompt muons can emerge in decays of, for instance, tau-leptons, pions,
or kaons. A proper identification consequently guarantees precision in pT mea-
surement. There are six identification categories supported by the ATLAS:
VeryLoose, Loose, Medium, Tight, LowPt, and HighPt [81]. The Tight cate-
gory ensures lower fake acceptance and a high identification efficiency (85% and

4The variable called goodElectron is used for this selection.
5The variable passedDeadHVCellRemoval is estimated.
6The impact parameter is defined as the shortest distance between the electron candidate

track and the proton beam line.
7The H → ττ analysis requires electron candidate to pass the LOOSE_AND_BLAYER_LLH

identification WP. The Loose ID is required in the search for excited tau-leptons.

27



99% for muons with pT > 10 GeV and pT > 50 GeV, respectively). The HighPt
WP provides better resolution for energetic tracks with pT > 100 GeV.

Muon isolation is estimated with the transverse energy of tracks and topolog-
ical clusters reconstructed in a cone around the muon.

Muon candidates with |η| < 2.47 are considered. Baseline muons are required
to satisfy the following pT requirements before the OLR: pT > 10 GeV in the
H → ττ analysis and pT > 7 GeV in the search for excited tau-leptons.

In H → ττ analysis, baseline muons have to pass the Loose identification
selection. In the search for excited tau-leptons, muon should pass the HighPt
identification criteria as this analysis explores high-energy range [81]. Similar to
the electron selection, the criteria on the muon’s impact parameter are applied
in the ETL analysis but not in the H → ττ measurement.

The scale factors (SFs) for the muon identification (ID) and isolation are
introduced.

5.4 Jets
Jets are reconstructed from topological clusters [82, 83] or PFlow [84] objects by
means of the anti-kT algorithm [85] with a distance parameter R = 0.4.

In general, jets are calibrated in the following steps: jet calibration area,
residual correction, eta jet energy scale, global scale correction, and smearing (in
situ) for MC (data) [86]. This implies corrections for pile-up and UE activity,
interaction vertex displacement, and partonic origin. The calibration reduces the
difference between the detector-level energy deposition and the energy carried
by the generator-level decay products. Since 2019, it is recommended to employ
PFlow-reconstructed jets [84] in the ATLAS.

Jets are labelled with the Jet Vertex Tagger (JVT) [87] to distinguish those
jets produced in hard scattering from pile-up induced jets. In the forward pseu-
dorapidity region, a dedicated forward Jet Vertex Tagger (fJVT) [88] gives an
advantage of further suppression of pile-up jets. There are multiple options for
pile-up jet reduction based on the (f)JVT score, including Medium and Tight
Working Points with 92% pile-up jet suppression as assessed in MC simulation.
The (f)JVT scale factor is applied for jets with pT < 60 GeV to suppress likely
pile-up jets.

Other taggers are used to indicate whether a given jet originates from quark
or gluon as well as to label originating quark flavour (b, c, or light quarks). B-
tagging [89] by the DL1r algorithm is applied to centrally located (|η| < 2.5) jets
with pT above 60 GeV. The efficiencies in estimating the (forward) jet vertex and
heavy flavour scores are introduced as extra scale factors of the MC event weight.

There are basic kinematic selections for jets before the OLR: pT > 20 GeV
and rapidity |y| < 4.5.8 These limits are motivated by the Inner Detector spatial
coverage (|η| < 2.5) as well as a lower identification and reconstruction efficiency
for low-energetic and high-y jets.

8The rapidity of the particle is defined by the formula: y = 1
2 ln E+pz

E−pz
. The pseudorapidity

approaches the rapidity in a high-energy and massless limit. In the ATLAS experiment, pseu-
dorapidity is widely used due to the complexity of interactions in pp collisions. The magnitude
of rapidity is largely applicable for jets due to rapidity’s Lorentz invariance and the power of
demonstration of jet separation.
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5.5 Tau-leptons
Tau-leptons decay to pions and a neutrino in hadronic mode.9 The neutrino does
not leave a signal in the detector and its momentum is estimated as missing trans-
verse energy introduced below (Section 5.7). Pions make up a visible hadronically
decaying tau-lepton (τhad).

Hadronically decaying tau-leptons τhad are reconstructed as anti-kT jets [85]
with a distance parameter ∆R = 0.4 [90]. Hadronic tau-lepton decays are identi-
fied as jets matching with track vertex candidate(s), whereas one or three charged
tracks are associated with the vertex depending on the “prongness” of tau-lepton.
Neutral pion candidates are reconstructed with the Tau Particle Flow [91].

Most of the τhad decay leads to the production of one or three charged pions,
and for that τhad are one-prong and three-prong distinguished. The τhad decay can
produce up to two neutral pions, along with the charged hadrons. A dedicated
ATLAS tool PanTau classifies the τhad based on the multiplicity of pions in decay
products.

A specific τhad energy calibration is applied to the tau-lepton candidates to
account for the difference between the detector energy deposition and the energy
carried by the generator-level decay products. The tau energy scale is derived
with multivariate analysis (MVA) techniques based on the data on the related
tracks, clusters and neutral pions [90].

As the detector responds in a similar way to passing through jets and τhad
are reconstructed with the same principle as jets, a fraction of detector-level
tau-leptons might be “fakes”. This occurs when a QCD jet is misidentified as
τhad. To estimate the efficiency of the τhad identification, specialized Boosted
Decision Trees (BDT) [92] and Recurrent Neural Networks (RNN) [93] algorithms
are trained to estimate the likelihood of a given τhad candidate to be a genuine
τhad object. Several working points (Tight, Medium, Loose, and VeryLoose)
correspond to different tau identification efficiency [94].

The isolation of reconstructed τhad is evaluated based on the core tracks and
topological clusters. Additional requirements on a track-jet distance and a frac-
tion of track momentum associated with jets are set [95].

There is a ∼ 5 − 10% probability that a jet will pass the ID criteria at the
working point of 90% real τhad efficiency [96]. Therefore, the background mod-
elling should properly account for the fakes. The j → τhad fake contribution is
estimated with data-driven methods as will be mentioned in Section 6.

Further, a hadronically decaying tau-lepton may appear to be a misrecon-
structed light lepton. BDTs are used to quantify the probability that a given
reconstructed τhad is an actual electron. Eventually, the muon veto can be ap-
plied to reject the events where a muon is mistakenly identified as τhad.

The efficiency of objects identification and tagging efficiency are introduced
with corresponding scale factors (SFs).

Tau-leptons candidates with pT > 20 GeV are selected for further event pro-
cessing. They require to be reconstructed in the |η| < 2.5 pseudorapidity range.
The transition region between the end-cap and central barrels of the calorimeters
(1.37 < |η| < 1.52) is excluded as reconstruction efficiency is low in this range.

9Candidates for leptonically decaying tau-leptons τlep are found in events with reconstructed
light leptons and missing transverse energy.
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The absolute electric charge of tau-lepton is required to be a unit. One- and
three-prong tau-leptons are considered where the number of prongs is defined by
the number of the associated charged tracks. τhad candidates are required to pass
at least Loose ID requirements [76] before the overlap removal.

Additionally, in MC samples, reconstructed tau-leptons may need to match
certain generator-level particles in order to avoid ambiguities in background es-
timation.10

5.6 Overlap removal
The preceding paragraphs explain how the objects are identified, reconstructed,
and calibrated. The reconstructed objects also undergo selection to make sure
that they have physical meaning and that their identification is efficient. At this
step of the event reconstruction, however, they can share tracks and clusters and,
hence, overlap geometrically. Therefore, a procedure of overlap removal (OLR)
is performed to remove ambiguities when several objects are reconstructed based
on the same detector signal.

The OLR procedure checks geometrical overlaps between electrons, muons,
jets, and tau-leptons.11 In addition, the energetic and topological properties of
overlapping objects and a whole-detector picture can be used for decision-making.
Firstly, particles which do not overlap with others, are labelled as passing. Then,
actual overlap removal is performed in the following steps:

• If there are an electron and a muon in very close proximity to each other
(∆Ry < 0.01) and the muon is calorimeter-tagged by calorimeters, the
electron is kept.

• If two electrons share tracks and second-layer clusters, an electron with
larger momentum is kept.

• If a τhad candidate overlap with an electron within the ∆Ry < 0.2 cone, the
electron is kept.

• If a τhad candidate overlap with a muon within the ∆R < 0.2 cone, the
muon is kept.

• If a calorimeter-tagged muon shares an Inner Detector track with an elec-
tron, the muon is removed. Then, electrons sharing an Inner Detector track
with the remaining muons are removed.

• If a jet is in the ∆R = 0.2 cone of an electron and pe
T/p

jet
T < 0.8, the electron

is removed.
10There are two collections available in MC: the particles at the generator level and the

reconstructed objects at the detector level. Objects from both collections are geometrically
matched. The nature and source of a given reconstructed object can then be learnt from the
labels on its matched generator-level particle.

11The angular distance in terms of rapidity and azimuthal coordinate is used in the OLR:
∆Ry =

√︁
(∆y)2 + (∆ϕ)2.
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• The overlap of a jet with a muon within ∆R = 0.2 is resolved as follows.
If the jet has less than three associated tracks and some of these tracks are
matched to the muon’s Inner Detector tracks or if pµ

T/
∑︁
pjet track

T > 0.7 and
pµ

T/p
jet
T > 0.5, the muon has precedence.

• An electron within a non-pileup jet’s ∆R = 0.4 cone is removed.

• A muon within a non-pileup jet’s ∆R = 0.4 cone is removed.

• If there is a jet within the cone ∆R = 0.2 around a hadronically decaying
τ , the jet is removed.

In this way, a given detected signal is assigned to a single physical object after
the overlap removal.

Electron candidates surviving the OLR are required to pass the Medium
(Tight) isolation WP in the search for excited tau-leptons (measurement of the
H → ττ cross section).12

5.7 Missing transverse energy
In the ATLAS experiment, the missing transverse energy is calculated with two
terms: the so-called hard one and the soft one.

The hard term of MET corresponds to hard-scatter signals from reconstructed
and calibrated particles (electrons, muons, hadronically decaying tau-leptons,
photons) and jets.

The soft term is represented by low-pT charged-particle tracks and soft clusters
which are associated with hard-scatter vertex but not linked to any reconstructed
hard-scatter object.13 The soft term is reconstructed using charged and neutral
particle flow objects (PFOs).

Then, MET is reconstructed as a negative sum of the transverse momenta
of reconstructed hard objects (jets, hadronically decaying tau-leptons, electrons,
muons) and a soft term. The latter quantifies the underlying events’ activity. The
(Figure 5.1a). The corresponding soft term can be reconstructed as a Track-based
Soft Term (TST) or a Calorimeter Soft Term (CST) [97].

The calculation of the MET vector, ⃗Emiss
T , is based on the assumption of

energy balance in the transverse plane (Figure 5.1b) and expressed by equation
⃗Emiss
T = −

∑︂
selected
electrons

p⃗T −
∑︂

selected
muons

p⃗T −
∑︂

selected
τh

p⃗T −
∑︂

selected
jets

p⃗T −
∑︂
soft

tracks

p⃗T (5.1)

The absolute value of ⃗Emiss
T is commonly referred to as MET, Emiss

T , in this
thesis.

At early reconstruction steps, the MET is calculated by the Athena METMaker
tool which takes original (“raw”, i.e. non-calibrated) hard-scatter inputs and uses
an association map between these objects. After overlap removal, MET is re-
evaluated with the fully reconstructed, calibrated and filtered electrons, photons,
hadronically decaying tau-leptons τhad, muons, jets, and a soft term.

12The Gradient isolation WP [81] is applied to electron candidates in the H → ττ analysis of
the partial Run 2 data set based on the Athena release 20.7. This is discussed in Appendix C).

13The tracks and calorimeter clusters in the soft term have lower momentum pT < 20 GeV.
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(a) (b)

Figure 5.1: The definition of the soft term is based on tracks and clusters not
assigned to hard objects [98] (a). The missing transverse energy momentum is
defined as an imbalance in the plane perpendicular to the beam axis [99] (b).
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6. Fake background modelling
The definition of fake background covers the events where tau-leptons, electrons,
and muons are mimicked by QCD jets or light leptons. QCD jets can mimic
hadronically decaying tau-leptons (τhad), and these events make up a sizeable
fake background in final states with τhad. The j → τhad fake background is
typically estimated with data-driven techniques. Modelling of fake backgrounds
with a small contribution (within ≈ 2%) relies on the Monte Carlo method.

6.1 Fakes of hadronically decaying tau-leptons
Multiple jets can be produced in pp collisions, and some jets can be misidentified
as tau-leptons. Events with j → τhad become an important source of hadronically
decaying tau-leptons fakes. Due to intricate MC modelling of multi-jet produc-
tion, this fake j → τhad contribution is estimated with real data by the data-driven
methods. The H → ττ analysis and the search for excited tau-leptons with the
complete Run 2 ATLAS data set employ the Fake Factor (FF) method [100] to
predict j → τhad fakes.

The FF method presumes that fake rates are about the same in both phase
spaces: the one prevalently containing studied types of events (a so-called signal
region) and the one with a high contribution of fake tau-lepton (a so-called control
region). The fake event rate is measured with real ATLAS data in the control
region enriched with fake tau-lepton events. The FFs are parametrized as a
function of pseudorapidity, transverse momenta, and number of tracks for both
leading and subleading tau-leptons.1 The obtained fake factor is then interpolated
to the signal region. In this way, the contribution of events with fake tau-lepton
is estimated. Sections 9.5 and 10.9 will discuss the FF method in application to
the presented analyses.

Fake j → τhad background was modelled with the notOS (“not-opposite-sign”)
data-driven method in the τhadτhad channel by the H → ττ analysis with the
partial Run 2 data set (collected in 2015-16) [4, 101] and in the first H → ττ
measurement by the ATLAS [3, 102]. The QCD fakes are derived in events where
at least one τhad candidate is not isolated (i.e. fail to pass the nominal isolation
criteria). Furthermore, the two τhad candidates have a combined electric charge
not equal to -1 (for example, +1 or -3).

The fake l → τhad component is simulated by Monte Carlo, given its relatively
small contribution. The reconstruction and identification algorithms effectively
reduce the rate of l → τhad misidentification. Events with light leptons mimicking
taus are estimated with Monte Carlo due to their contribution of typically within
a few per cent. For instance, the BDT-based electron veto suppresses fakes due
to misidentified electrons in regions where they are important. The cases of the
overlap between a tau-lepton and a muon can be treated in the specified way at
the stage of the final-state tau-lepton selection.

1The leading object is the one with the highest reconstructed transverse momentum pT
among all the reconstructed objects of this type. Thereupon, a subleading object has the
second-largest transverse momentum.
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6.2 Fakes of leptonically decaying tau-leptons
Misidentification of tau-leptons also occurs in their leptonic decay mode. A jet
can be identified as an electron or muon. Also, non-prompt electrons and muons
can be misidentified as products of tau-lepton decay. Tracks used for muon recon-
struction can have other than muon decay origin. Similarly, calorimeter clusters
can originate from sources other than electrons. The ambiguities are resolved
by the overlap removal to some extent; however, residual misidentification can
occur. Likewise, it is done for the fake τhad, fake leptonically decaying tau-leptons
are estimated with data-driven methods: the ABCD method [103, 104] and/or
the matrix method (MM) [105, 106]. τlep fakes were estimated with the MM (the
ABCD method) in τlepτlep channel in the H → ττ coupling analyses with the full
Run 2 [107] and partial Run 2 [101] data sets.
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7. Data analysis

7.1 Data management
Accepted by triggers, signals from the entire ATLAS detector are collected by the
data acquisition (DAQ) system. The quality of data is controlled in real-time at
the ATLAS Point 1.

A complete event is reconstructed based on the ATLAS detector’s RAW in-
puts or the HITS simulated by Monte Carlo. After events recontruction, analysis
object data (AOD) files are produced. Figure 7.1 depicts the ATLAS data pro-
cessing chain.

The recorded ATLAS data set is highly extensive and reduced to lower-size
derivation DAOD. The search for excited tau-leptons exploits DAOD_PHYS deriva-
tions, effectively becoming a unified format for ATLAS analyses since 2021. The
Higgs boson to tau-leptons coupling measurement uses the dedicated DAOD_HIGG4D2
format.

The actual analysis is performed on yet more succinct input files called NTu-
ples. This approach ensures the computation is lightweight and modestly memory-
consuming. NTuples for the excited tau-lepton search were produced with Prague’s
Athena analysis common (AAC) framework [108].

Figure 7.1: Preparation of real and MC simulated data in the ATLAS frame-
work [109].
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7.2 Requirements to ATLAS data
Depending on the status of particle beams and ATLAS sub-detectors, the recorded
data can be used or not for physics analyses. Physics analyses are performed
based on the event recorded during stable beam collisions. All the ATLAS de-
tector sub-systems need to be ready for data-taking. A part of the detector can
suffer from malfunctioning for a certain period of data-taking, and the data col-
lected in the corresponding LBs or runs can be of lower quality. Therefore, only
runs and luminosity blocks from the Good Run Lists (GRLs) are analysed for
physics. The GRLs exclude the data collected when the ATLAS detector or its
part was not fully operational, or proton beams were not stable.

The GRL data sets from 2015, 2016, 2017, and 2018 data-taking corresponds
to the integrated luminosity of ∼ 3.2, ∼ 32.9, ∼ 44.3, and ∼ 58.5 fb−1, respec-
tively.

7.3 Baseline event selection
On top of that, a real-data event should satisfy the following criteria to ensure
high data quality. When a part of the detector fails during the data-taking or the
data collected are corrupted, a veto to the event should be applied. In particular,
physics signatures are not looked up in events with noise bursts or data corruption
in the LAr, data corruption in the TileCal, or data collected during the SCT
recovery after single event upsets. The events with an incomplete record are not
analysed for physics. As one is interested in physics signatures, an event (either
from real data or MC simulation) should contain at least a single primary vertex
with at least two associated tracks. The primary vertex is the most energetic one
in terms of the sum ∑︁

p2
T of all the associated tracks with transverse momentum

above 500 MeV. These event selection criteria are summarized in Table 7.1.
Hadronic jets is a dominant product of proton-proton collisions. As multiple

jets can be reconstructed at a time, and non-collision background and detector
noise can be falsely identified as jets. Therefore, an event-level jet cleaning is
performed [110]. Rejection of fake-like jets is based on the evaluation of the sum
of transverse momenta of tracks (pT > 500 GeV), jet’s transverse momenta and
maximal sampling fraction.

Further, the event is required to be accepted by an appropriate trigger. Events
with two hadronically decaying tau-lepton candidates are required to be accepted
by the lowest unprescaled di-tau trigger. Events with one or two τlep need to pass
a corresponding single- or di-lepton trigger. The detailed conditions of acceptance
by triggers and farther event selection will be described in the related sections on
the H → ττ and excited tau-lepton analyses.
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criteria all regions
ATLAS GRL true
core flag false
inner detector false
LAr flag false
TileCal flag false
NPV NPV >= 1

Table 7.1: The list of event criteria applied to events in real data collected by the
ATLAS detector.
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7.4 Statistical analysis
Statistical analysis at the LHC is the main instrument to conclude with a cer-
tain degree of confidence in what is observed in collected data. There are two
main strategies for data analysis at the ATLAS experiment: measurements of the
Standard Model parameters and searches for the physics Beyond the Standard
Model.

The analyses presented in this thesis are performed with the HistFitter [111],
a software framework for statistical data analysis commonly used in high-energy
physics. Both analyses presented in this thesis are designed as counting exper-
iments. They rely on the measurement of the observable(s) which are sensitive
to the studied signal in the phase space which is expected to be enriched in the
studied events.

Discriminative variables (test statistics) are chosen based on the expected sig-
nal significance and/or the power of signal-to-background separation.1 Those are
ST, a scalar sum of di-tau and dijet transverse momenta, and di-tau invariant
mass mMMC

ττ in the excited tau-lepton search and the H → ττ coupling measure-
ment, respectively.

The measurement of the parameters of interest is performed in one or several
signal regions (SRs), i.e. the phase space where the signal is expected. Figure 7.2
depicts a typical flow of an analysis made with the HistFitter. Background
processes need to be understood as much as possible in SR(s) in order to achieve
high accuracy.

A control region is formed by a set of topologies where a given SM background
is prevalent. A perfect control region includes a minimal fraction of events with
studied signatures. To validate the SM background prediction in the SR, CRs
should collect events with topologies similar to the signal signatures.

Figure 7.2: A strategy of an analysis with HistFitter [112]. Background mod-
elling is constrained in control regions (CRs), and its prediction is extrapolated
to the signal regions (SRs).

A set of cut-based selections allows distinguishing signal events from back-
ground ones (in the high-energy physics jargon, the signal and control regions

1These methods are described below.
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are orthogonal). Background modelling for a given process is compared with real
data. Based on the observations in a given control region, a template of that SM
background process is built and then extrapolated to the signal region.

In addition, validation regions can be introduced to check the consistency be-
tween a background model and data. Validation regions typically contain events
whose kinematics are more similar to those in signal regions than those in con-
trol regions, while still maintaining orthogonality between the control regions and
signal regions.

Hypothesis testing targets to estimate the parameters of interest (POIs).
Those are usually cross section of particle production and decay or signal strength.
The latter is defined as the ratio between observed and theory-predicted cross sec-
tion µ = σobs/σtheory. In both analyses presented, such a scheme with a single
parameter of interest (µ) is used.

7.5 Optimization with respect to the studied
signal

7.5.1 The method of ROC curve
The Receiver Operational Curve [113] shows the efficiency of acceptance of one
kind of event (here called A) and simultaneous rejection of another (here called
B). In the non-realistic case of a perfect separation between signals A and B,
the ROC has a rectangular shape: signal A is always accepted or signal B is
always rejected. With the ideal signal-to-background separation, the area under
the curve (AUC) has the maximal possible value (1). In real experiments, the
shape is concave or convex, and the AUC is below 1. The larger the AUC value
is, the better separation of a signal from a background is achieved.

The method of the ROC curve was widely used in this thesis. For instance,
the performance of the di-tau mass estimator was estimated with AUC in the
H → ττ analysis. The choice of the final fit variable in the search for excited
tau-leptons was made based on the ROC comparison. The discussed method
optimized the event selection in the search for excited tau-leptons.

7.5.2 Signal significance
In a large enough data set, the signal significance can be approximated by the
following relation [114]:

Z = S/
√
B (7.1)

The integral signal significance can be estimated as a sum in quadrature of per-
bin S/

√
B ratios over all the bins in a given analysed histogram in the following

way:
Z =

√︄ ∑︂
i∈histobins

S2
i /Bi (7.2)

For example, the integral signal Z was used as an auxiliary figure of merit in
studies of signal separation in the ETL search.
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7.5.3 Uncertainties
The results of the statistical analysis in general include statistical and system-
atic uncertainties. The statistical uncertainty is a consequence of the limited
size of the experimentally collected or MC-simulated data set. The systematic
uncertainties arise as experimental and theoretical uncertainties of the measure-
ment. Experimental uncertainties are imminent due to the finite resolution of
object reconstruction and uncertainties on the scale factors. Thus, resolution
and scale uncertainties result in smeared objects four-momenta. In the ATLAS
experiment, this source of uncertainty is often called kinematic and provided by
the Athena smearing tools. As mentioned in Section 4, a weight is assigned to
the MC-generated event. This weight might include a scale factor which corrects
for identification, reconstruction, and trigger (in)efficiencies in order to make MC
prediction compatible with real data. There are “weight” uncertainties imposed
on these SFs.

The predicted cross section on the SM and BSM processes has uncertainties
due to approximations and assumptions made in the theoretical model and MC
simulation. This source of uncertainty is often called a theory one. The uncer-
tainty on the size of the collected (or simulated) data sets impacts the statistical
test as well.

7.6 Model PDF
The histograms with the discriminative variable distributions (so called workspace
input) are provided to the analysis framework. The input data are parametrised
by a probability density function (PDF) deduced by the HistFactory [115] tool.

The expected νcb number of events in a given bin can be parametrized with a
set of parameters, such as, for instance, normalization factors, systematic uncer-
tainties, and statistical uncertainties.

Taking into account multiple control and signal regions, MC statistical uncer-
tainties γ⃗ and systematic uncertainties α⃗, the likelihood to obtain certain data in
n independent measurements is given by the formula [114]:

L(µ⃗, γ⃗, α⃗) =
∏︂

i

Pois{ni; [
∑︂

p

µp(νp
i +
∑︂

k

∆p
ik(αk))]γi}Pois(mi;miγi)

∏︂
k

N(αk; 0, 1).

(7.3)
Here the i index runs over all bins of the input histograms, the p index loops over
contributing processes, the k index denotes sources of systematic variations, ni is
the ith bin content, νp

i is the expected number of events in the ith bin for the pth
process. mi expresses the effective number of events in the ith bin in the histogram
for the process p as estimated using the MC simulation.2. The Poissonian and
Gaussian terms constrain the systematic and statistical uncertainties as discussed
before.

The model parameters are defined by maximizing the likelihood function, i.e.

∂L(θ)
∂θ

⃓⃓⃓
θ=θ̂

= 0 (7.4)

2The effective number of events is defined with respect to weights assigned to each from N
contributing events: Neff = (

∑︁N
i=1 ωi)2/

∑︁N
n=1 ω2

i
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Here all NPs are denoted through a set θ. This brings the maximum likelihood
estimators for the POI µ̂ and the nuisance parameters θ̂. The best-fit estimates
for the POIs and the NPs are usually found through a negative natural logarithm
of the likelihood (an NLL function). For given values of the PoI(s), other NPs
can be chosen in such a way that the resulting likelihood is maximized L(µ, ˆ̂θ(µ)).
This procedure is called profiling and the estimated likelihood is named a profile
likelihood.

According to Neyman-Pearson lemma [116, 117], an optimal test statistic is
a likelihood ratio. Accordingly, a hypothesis is tested at a given µ value in the
following manner:

λ(µ) = L(µ, ˆ̂θ(µ))
L(µ̂, θ̂)

(7.5)

Here L(µ̂, θ̂) is an unconditional likelihood estimated with the best-fit values
and L(µ, ˆ̂θ(µ)) is a conditional likelihood with the NPs estimated for a given µ.

7.6.1 Discovery fit
In searches for BSM physics and SM precision measurements, a null hypothesis
is usually a pure SM prediction (i.e. the background-only hypothesis). The alter-
native hypothesis is a combination of the SM background and a signal. In this
setup, physicists compare the real data with the µ = 0 assumption.

The likelihood function in the precision SM measurement and analysis for the
discovery of new particles takes the following form:

q0 =
⎧⎨⎩−2 lnλ(0), µ̂ > 0

0, µ̂ ≤ 0
(7.6)

The NLLs are calculated for µ = 0 and µ̂ values, and ln(maxL(µ = 0)/ ln maxL(µ̂))
is used as a test statistic.

The p0 value quantifies how much the null hypothesis is compatible with real
data. The following integral defines it:

p0 =
∫︂ + inf

q0 obs
f(q0|0)dq0 (7.7)

The observation is statistically significant if the p value for the background-only
hypothesis is as low as 2.9 × 10−7.

Another value – significance – can express the p0-valu. The significance is
a number of standard deviations Z0 = Φ−1(1 − p0) where Φ is a quantile of a
cumulative of the standard Gaussian distribution with the zero mean and the
unit variance N(αk; 0, 1).

Based on Wilk’s theorem [118], the χ2 Pearson distribution asymptotically
approximates the test statistics in a large data set. The p0 value can then be
extracted as follows: Z0 ≈ √

q0. The Z0 significance quantifies the degree of
confidence that scientists can reject the null hypothesis and claim the signal
existence.

The significance Z states the level of their confidence in the observation of a
new particle. For the first time, in 2012, the ATLAS experiment observed the

41



Higgs boson in di-photon events with a significance of 4.5σ (Figure 7.3b [119]).
In this case, the obtained p0 is low enough for the 126 GeV Higgs boson signal
tested. It indicates that the null hypothesis can not reliably describe the data,
and the alternative hypothesis is preferred.

7.6.2 Exclusion fit
The BSM physics exclusion is done by testing a null BSM+SM hypothesis against
an alternative SM-only hypothesis. Of course, BSM searches aim to discover BSM
effects, and this is achieved in the statistical analysis of a null SM hypothesis and
an alternative extraSM+SM hypothesis. Afterwards, a given null hypothesis is
rejected or accepted with a certain significance level.

Searches for new particles often reported limits on BSM parameters with a
certain confidence level.

Upper limits on parameters are set in statistical tests with the following like-
lihood functions:

qµ =
⎧⎨⎩−2 lnλ(µ), µ̂ ≤ µ,

0, µ̂ > 0
(7.8)

For the exclusion purposes, likelihood is maximized for µ = 1 and µ̂ POI
values and the test statistics takes a form of ln maxL(µ = 1) − ln maxL(µ̂).
Similarly to the discovery significance Z0, the significance with which the b+ µs
hypothesis is rejected can be approximated based on Wilk’s theorem as follows:
Z = √

qµ.
The p-value obtained for the hypothesized signal with the strength µ is esti-

mated by equation pµ = 1 − Φ(√qµ) [114]. The signal hypothesis is excluded if
the pµ value is lower than 0.05 with a 95% confidence level.

The following examples illustrate limit setting in the HEP analyses. The
search by the LEP from 2002 [120] rejected the existence of the Higgs boson in
the mass range below 114.1 GeV (Figure 7.3a). The search performed by the
CMS collaboration [121] excluded the existence of excited electrons with mass
below ∼ 5.6 GeV with 95% CL.3

7.6.3 Confidence level limits
. The confidence level (CL) [122, 123] allows for estimating a variable of interest
within a defined interval compliant with observation. The method evaluates the
probability that the observed data conform with a given hypothesis i, namely:

CLb ≡ P (L ≤ Lobs) for background-only hypothesis (7.9)
CLs+b ≡ P (L ≤ Lobs) for background+signal hypothesis (7.10)

(7.11)

The signal confidence level The CLs = CLs+b/CLb quantifies to which extent
the observed data is unlikely to conform to s but are rather compatible with b.
In the HEP community, the S hypothesis is excluded with a 95% confidence level

3This analysis considers that excited tau-leptons are produced and decay in the contact
interaction at the compositeness scale Λ = 10 TeV. These parameters will be introduced in
Chapter 10 dedicated to the search for excited tau-leptons.
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if the following condition holds: CLs ≤ 0.05. The following expression for CLs is
valid in the case of low sensitivity to the signal [114]:

CLs = pµ

1 − p0
(7.12)

where pµ ≡ ps+b =
∫︁+∞

qobs
µ

f(qµ|µ)dqµ and p0 ≡ pb =
∫︁ qobs

µ

−∞ f(qµ|0)dqµ.
Figure 7.3a demonstrates the distribution of the test statistic in the search for

Higgs boson mH = 116.6 GeV at the LEP [124]. The yellow shaded area describes
the compatibility with the background hypothesis. The compatibility with the
background+signal hypothesis is depicted with the sector shaded in green.

(a) (b)

Figure 7.3: The test statistic distribution in the search for SM Higgs boson
mH = 115.6 GeV by the LEP working group [124] (a). The p0-value in dependence
on the assumed Higgs boson mass in a search in a γγ decay channel with a partial
Run 1 data set collected at

√
s = 7 and 8 TeV by the ATLAS collaboration [119]

(b).
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8. Di-tau mass reconstruction

8.1 Di-tau decay
A pair of tau-leptons is a common system in the final states for both analyses
introduced in this thesis. A characteristic variable of di-tau is its invariant mass
mττ .

Each of the tau-leptons undergoes subsequent decay to leptons (35.2%) or
hadrons (64.8%) with the mean tau-lepton life time of 2.9 × 10−13 s (cτ ∼
85 µm) [125]. There are three di-tau final states: fully leptonic τlepτlep, semi-
leptonic τlepτhad, and fully hadronic τhadτhad. They are observed in 12%, 46%
and 41% of decays, respectively.1 There are two neutrinos in the fully hadronic
di-tau decay. The semi-leptonic and leptonic decays bring three and four neutri-
nos, respectively. Due to the very low interaction cross section, neutrinos escape
the detector material so that their four-momenta are not reconstructed directly.
Only a part of the di-tau decay products is visible, i.e. measurable by the ATLAS
detector. Thus, the reconstruction of di-tau mass is not a trivial task.

In hadron colliders, the missing transverse energy is a common approximation
for neutrino energy. This approach is adequate if colliding particles are strictly
aligned along the beam axis. Such a configuration implies a zero momentum in
the plane transverse to the beam axis. In that case, a momentum imbalance
in the direction perpendicular to the beam direction signifies missing transverse
energy (Figure 5.1b).

Di-tau invariant mass estimators can use any approximation for neutrino en-
ergy. There are also methods which rely on the quantities directly measured by
the detector.

8.2 Overview of existing methods
Partial or approximate estimators for mττ employ information on the visible
tau-lepton decay products2 and missing transverse energy.

The methods described below are widely used in event selection and its opti-
mization. They also provide a good proxy of di-tau reconstructed mass in mea-
surements and searches for BSM physics, such as the search for lepton flavour
violation in H → lτ decay [126] and the search for excited tau-leptons presented
in this thesis. However, precision measurements, including Higgs boson cross
section measurements, would demand higher accuracy. Di-tau mass is estimated
with the Missing Mass Calculator (see Section 8.2.5) in the H → ττ coupling
measurement.

1The τlepτlep, τlepτhad, and τhadτhad di-tau decay modes are occasionally called lep-lep, lep-
had and had-had channels, respectively, in this thesis.

2It is defined by the four-momentum of visible τhad decay products (light-leptons) in hadronic
(leptonic) tau-lepton decay channel.
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8.2.1 Visible mass
A visible di-tau mass is calculated as a mass of the visible leading and subleading
tau-lepton decay products four-momenta (Pvis

τ0 and Pvis
τ1 , respectively). This is

given by equation
mvis

ττ =
√︂

(Pvis
τ0 + Pvis

τ1 )2 (8.1)

8.2.2 Effective mass
An effective mass is an immediate sum of the four-momenta of all the objects in
the final state of di-tau decay, both visible and invisible. It is defined by equation

meff
ττ =

√︂
(Pvis

τ0 + Pvis
τ1 + Pmiss)2 (8.2)

in which Pvis
τ0 is the four-momentum for the visible decay products of leading (sub-

leading) tau-lepton. Pmiss := (ET,−ETx,−ETy, 0) approximates the contribution
from invisible decay products through the MET four-momentum.

8.2.3 Transverse mass
The transverse energy for a system of two particles with three-momenta a⃗ and b⃗
can be generally defined as follows:

mT(⃗a, b⃗) =
√︂

2pT(⃗a)pT(⃗b)(1 − cos ∆ϕ(⃗a, b⃗)) (8.3)

where tau-lepton mass is neglected. The transverse mass of a di-tau system is re-
constructed by pairing three final state objects (leading tau-lepton τ0, subleading
tau-lepton τ1 and MET) with the formula

mtotal
T =

√︂
m2

T(Emiss
T , τ0) +m2

T(Emiss
T , τ1) +m2

T(τ0, τ1) (8.4)

8.2.4 Collinear mass approximation
The method of collinear mass approximation (CMA)[127] relies on the assumption
that visible and invisible tau-lepton decay products are collinear: ϕmiss ≈ ϕvis,
θmiss ≈ θvis. Further, the CMA method assumes neutrinos are the only source
of the missing transverse energy. The components of missing transverse energy
Emiss

Tx and Emiss
Ty can be described by the following system [128]:

Emiss
Tx = pmiss

0 sin θvis
0 cosϕvis

0 + pmiss
1 sin θvis

1 cosϕvis
1

Emiss
Ty = pmiss

0 sin θvis
0 sinϕvis

0 + pmiss
1 sin θvis

1 sinϕvis
1

(8.5)

The fraction of the energy taken by neutrinos can be factorized out (Fig-
ure 8.1), and system (8.5) can be simplified as follows:

mττ = mvis
ττ√︂

xcoll
0 xcoll

1

(8.6)

where collinear fractions xcoll
0 and xcoll

1 are the momentum fractions carried away
by the visible decays of the leading (subleading) tau-lepton: xcoll

0(1) = pvis
0(1)/(pvis

0(1) +
pmiss

0(1) ) and the di-tau visible mvis
ττ as defined in Eq. (8.1).
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Figure 8.1: The collinear approximation in the Higgs boson decay to two tau-
leptons [129]. The τµτµ decay is illustrated, with both neutrinos and muons
assumed to be collinear. Accordingly, the missing transverse energy is assumed
to be placed between the muons.

Solutions for the system of the equations (8.5) have physical meaning when the
condition of collinearity between tau-leptons is satisfied. In general, the collinear
mass approximation can be applied for di-tau mass calculation in the H → ττ
analysis. In the H → ττ decay, the assumption on the collinearity between visible
and invisible products is valid as mτ ≪ mH . Section 9.1.2 discussed limitations
of the CMA for the mcoll

ττ estimation in the H → ττ analysis.
The CMA also has limitations in the case of MET has much higher values

than the τhad transverse momentum. For example, the solutions where estimated
collinear fractions xcoll

0 and xcoll
1 have a negative sign can be unphysical as this

would imply negative neutrino energies. The collinear fraction values close to zero
would lead to divergence in the form of infinite neutrino momentum (as stated
xcoll

i ∼ 1/pmiss
i Eq.( 8.6)). In this sense, the output values of xcoll

0 and xcoll
1 can

help to distinguish events with large MET, e.g. overestimated in the result of jet
misreconstruction and j → l misidentification. Introduction of thresholds on the
collinear fractions xcoll

0 and xcoll
1 also removes non-physical solutions.

8.2.5 Missing Mass Calculator
The Missing Mass Calculator [128] is an advanced likelihood-based technique for
invariant mass estimation in semi-visible final states. It was invented for di-
tau mass calculation at the CDF in Fermi Lab. The method is used for mass
reconstruction of Higgs boson in H → ττ decay in the ATLAS Collaboration [4,
5]. The technique relies on knowledge of tau-lepton decay kinematics, which
allows preferring one solution over another. The MMC takes into account that the

46



measured energy of visible decay products and the MET has a finite resolution.
The MMC technique accounts for the kinematic constraints and likelihood while
considering the energy variation and position of the particles in the decay cascades
over the allowed phase space.

The kinematics of di-tau decay is described by the following under-constrained
system of equations [128]:

Emiss
Tx = pmiss

0 sin θmiss
0 cosϕmiss

0 + pmiss
1 sin θmiss

1 cosϕmiss
1

Emiss
Ty = pmiss

0 sin θmiss
0 sinϕmiss

0 + pmiss
1 sin θmiss

1 sinϕmiss
1

m2
τ0 = (mmiss

0 )2 + (mvis
0 )2 + 2

√︂
(pvis

0 )2 + (mvis
0 )2

√︂
(pmiss

0 )2 + (mmiss
0 )2

−2pvis
0 pmiss

0 cos ∆θvis,miss
0

m2
τ1 = (mmiss

1 )2 + (mvis
1 )2 + 2

√︂
(pvis

1 )2 + (mvis
1 )2

√︂
(pmiss

1 )2 + (mmiss
1 )2

−2pvis
1 pmiss

1 cos ∆θvis,miss
1

(8.7)

in which Emiss
Tx and Emiss

Ty are MET x- and y-components; mvis
0(1) and pvis

0(1) are the
mass and the absolute momentum of the combined visible leading (subleading)
tau-lepton decay products (i.e. hadrons, electrons, or muons); mmiss

0(1) and pmiss
0(1)

is the mass and the magnitude of the combined invisible leading (subleading)
tau-lepton decay products (one or two neutrinos). The angular variables ϕ and θ
stand for the azimuthal and polar angle, respectively. ∆θvis,miss

0(1) is the polar sep-
aration between vectors of visible and invisible leading (subleading) tau-lepton
decay products. Depending on tau-lepton decay mode, the system Eq. (8.7) in-
cludes from six (τhadτhad) to eight (τlepτlep) unknowns: the mass and the momenta
of the final-state neutrinos, mmiss

0(1) and p⃗miss
0(1) .

There are more unknowns than constraints for di-tau decays, and to scan
over possible values of unknowns is made. For each event, a scan over possible
configurations of the visible and invisible tau-decay products is performed in a
Markov chain.

If both tau-leptons decay hadronically, a single neutrino is produced and
mmiss

0(1) can be taken as zero and scan over kinematically allowed states of the
(ϕmiss

0 , ϕmiss
1 ) grid is performed. At any point of the (ϕmiss

0 , ϕmiss
1 ) grid, the vectors

p⃗miss
0(1) (Eq.( 8.7)) can be then calculated precisely. A given solution is weighted with

the probability to observe the current distance between visible and invisible prod-
ucts, P(∆Rvis,miss

0(1) ). The likelihood of ∆Rvis,miss
0(1) is estimated in well-known pro-

cesses like Z → ττ and parametrised as a function of the pvis
T , and the tau-lepton

decay mode or the number of associated tracks (named prongness).3 Further,
information on tau-leptons energy and MET resolution can be exploited in the
likelihood estimation by including their PDFs, P(Evis

0(1)) and P(Emiss
T ). Knowl-

edge of the tau-lepton decay kinematics is used to account for the τhad energy
smearing. The data on the MET resolution allows for estimating the likelihood
of the MET value in the current configuration.4 In result, solution of Eq. (8.7)
are found in a dense grid of ϕmiss

0(1) , Evis
0(1) and Emiss

T . In the case of leptonically de-
caying tau-leptons, a scan over the mass of final-state neutrinos, mmiss

0(1) , provides
additional constraints.

3The decay mode gives information on the number of charged and neutral particles recon-
structed in the τhad. The decay mode variable is provided by the PanTau classifier.

4A detailed definition of the MET probability term P(Emiss
T ) will be given below, in Sec-

tion 9.1.4.
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Figure 8.2: The principle of the multidimensional MMC scan of the kinematically
allowed phase space in an event [98].

In each point, a solution for mττ is weighted with the likelihood of that given
configuration of visible and invisible tau-leptons decay products (Figure 8.2).
For each tried topology, the final weight is defined as a log-likelihood of its total
probability, i.e. 5

L = − lg(Ptotal) = − lg
(︂
P(∆Rvis,miss

0 ) × P(∆Rvis,miss
1 )×

P(Emiss
T ) × P(Evis

0 ) × P(Evis
1 ) × P(mmiss

0 ) × P(mmiss
1 )

)︂
(8.8)

The final PDF is used to choose the most likely configuration of the di-tau
decay products. In a particular event, the solution with the highest likelihood
and minimal − lg(Ptotal) is taken as a final estimator of the Higgs boson mass.6
In this way, the total di-tau invariant mass mMMC

ττ is fully defined by the MMC
algorithm.

The illustration: from knowledge to application

Figure 8.3 gives a glimpse of the MMC reconstruction method in the τlepτhad
channel. Here, the Higgs boson production in vector boson fusion is illustrated.7
The pair of two forward jets with a significant dijet invariant mass is characteristic

5The formula generalises the likelihood estimation: it describes the PDFs in the τlepτlep
channel, and in the case of hadronic decay mode, the corresponding mmiss

i term becomes the
unit.

6The logarithm to the base ten is taken.
7Higgs boson production modes will be discussed later, in Section 9.1.
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of the Higgs boson production via vector boson fusion. In this illustration, one
tau-lepton decays to a muon and neutrinos, while the other decays to hadrons
and a neutrino. As neutrinos are assumed to be the only source of the missing
transverse energy, one expects the MET to be placed between the muon and
τhad. The τµτhad pair recoils against two jets so that it is likely to be placed
between jets in terms of pseudorapidity and have a smaller η opening angle due
to recoil. Furthermore, a suggestion on the visible energy of τhad and muon can
be applied. In VBF production mode, the produced Higgs boson is nearly at
rest. As two neutrinos are produced in the leptonic muon decay, and a single ντ

neutrino originates from the hadronic tau-lepton decay, the measured momentum
of τhad is preferably smaller than the muon’s pT. These facts enable physicists to
estimate the likelihood of a given spatial and energetic final-state configuration.

Figure 8.3: The illustration of the Higgs boson mass reconstruction with the
MMC in the H → τlepτhad decay [130].
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9. Analysis of Higgs boson decay
to a pair of tau-leptons

9.1 Introduction: Higgs boson production and
decay and its studies at the ATLAS

After the Higgs boson discovery in 2012 [131, 132], the physics program of Large
Hadron Collider (LHC) [133] has been focusing on precise measurements of the
Higgs boson properties and searching for signs of the physics beyond SM in the
Higgs sector.

There are four leading processes of the Higgs boson production (Figure 9.1):
gluon-gluon fusion (ggH), vector boson fusion (VBF), associated production to-
gether with vector boson V H and associated production with a top-quark pair
tt̄H. In proton-proton collisions at the centre-of-mass energy of 13 TeV, gluon-
gluon fusion is the leading mode of the Higgs boson production. It yields the
estimated cross section of 48.6 pb (Figure 9.2a). Vector-boson fusion is the sec-
ond largest contributor to the Higgs boson production at the LHC (3.78 pb).

Figure 9.1: The Higgs boson production modes and their relative contribution in
pp collisions at the LHC.

Studies of the Higgs boson properties and measurement of the H → ττ cou-
pling are necessary to explore both SM and BSM physics. Among the SM Higgs
boson decays to fermions, H → ττ is the second most frequent one with a branch-
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(a) (b)

Figure 9.2: The Higgs boson production cross section at
√
s = 13 TeV (a) [134].

The Standard Model Higgs boson decay branching ratios (b) [135].

ing ratio of 6.32% (Figure 9.2b). The Yukawa coupling (Figure 9.3a) between tau-
leptons and Higgs boson gives an opportunity to directly measure the Higgs boson
properties such as its parity, spin, mass and decay width [22, 23, 136, 137, 138].
The presented research focuses on measuring the cross section of Higgs boson
production in the four modes discussed. The actual H → ττ coupling measure-
ment aims to complement the result obtained with the ATLAS partial Run 2 [4]
data set (the data collected in 2015-16).

(a) (b)

Figure 9.3: The coupling strength (a). The Feynman diagram for the H →
τlepτhad process (b).

The larger H → ττ BR allows exploring coupling dependencies in different pT
regions. For example, BSM phenomena can manifest as patterns of deviation from
the SM prediction in measured differential production cross section. Therefore,
the H → ττ analysis with full Run 2 data set targets measurement of the Higgs
boson production fiducial and differential cross sections.
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9.1.1 MC modelling and analysed data set
The presented H → ττ cross section measurement uses the data collected by the
ATLAS experiment [39, 40, 41] during LHC Run 2. The events are categorised
into four groups following the Higgs boson production channel: namely, ggH →
ττ , VBF, tt̄H, and V H.1 The measurement includes various di-tau decay modes:
a fully hadronic channel τhadτhad, a semi-leptonic τlepτhad (Figure 9.3b), and a
fully leptonic τlepτlep.2

The Higgs boson production and decay are modelled with Monte Carlo as
described elsewhere [4, 5].

Numerous background processes mimic the Higgs boson decay to a pair of
tau-leptons. The most considerable irreducible background arises from the Drell-
Yan Z → ττ process. Processes involving single or pair top-quark production
also bring the final states with decaying tau-leptons. MC prediction for these
processes is validated in corresponding control regions (CRs). Smaller background
contributions originate from Z → ll, di-boson V V and H → WW ∗ events; these
are modelled with MC. Several properties of background simulation by Monte
Carlo are described in Appendix B.

The contribution of events with fake tau-leptons is estimated with the data-
driven techniques introduced briefly in Section 6. Section 9.5 will discuss some
aspects of fake background estimation.

Several studies presented in this chapter were made with the partial Run 2 AT-
LAS data set. The data collected during 2015-16 data-taking comprise 36.1 fb−1

(or 32.9 fb−1) of integrated luminosity.3 This data set was prepared with the
Athena release 20.7. If not stated otherwise, other results are based on the anal-
ysis of the 2015-18 data set of the integrated luminosity of 138.2 fb−1. The
corresponding NTuples were prepared with the Athena software release 21.

The plots shown in the chapter include statistical uncertainties.

9.1.2 Higgs boson signal discriminative variable: di-tau
invariant mass

The di-tau invariant mass is an essential metric for the H → ττ measurement.
It approximates the mass of the decaying Higgs boson and becomes a final dis-
criminant variable for the Higgs boson signal extraction from measured data. An
accurate reconstruction of mττ ensures that the analysis is sensitive to the Higgs
boson signal. An accurate mcoll

ττ estimation leads to the higher precision of the
H → ττ coupling measurement.

The main source of the irreducible background in H → ττ coupling measure-
ment is the Drell Yan process, Z → ττ . It makes from 50% to 90% of the total
SM background depending on the analysed production category and di-tau decay
mode. Masses of the Z boson and Higgs bosons are ∼91 GeV and ∼125 GeV,
respectively. Due to the finite resolution, the measured mass spectra partially

1The discussed analysis of the H → ττ coupling considered hadronic decays of top quarks
and gauge bosons in the tt̄H and V H categories. One of the final-state tau-leptons is a product
of the Higgs boson decay.

2These di-tau decay modes are also called lep-lep, lep-had and had-had channels, respectively.
3The size of the data set depends on the conditions of data processing. As will be indicated,

several plots are based on the analysis of a larger data set.
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Figure 9.4: The collinear mass approximation applied to the Higgs boson decay
to a pair of tau-leptons [129]. Jets balance the boosted di-tau in the transverse
plane.

overlap. Hence, precise mass reconstruction is essential for signal discrimination
from the background.

The reconstruction of di-tau invariant mass is challenging as the final-state
neutrinos are elusive. Due to four neutrinos, the mττ estimation is particularly
demanding in the τlepτlep channel.

The mass estimation methods listed in Section 8 provide fast output as they
exploit directly available information on the reconstructed objects. However, they
suffer from a lack of accuracy or universality. Namely, the visible and transverse
mass variables provide only a partial estimate and therefore have a limited mττ

resolution.
The CMA method gives a reasonable proxy for mττ in boosted di-tau topolo-

gies. Given the presence of at least a single jet, it can estimate di-tau mass in
the Higgs boson production through gluon fusion. In this case, the produced
Higgs boson is boosted. Jets activity in an opposing hemisphere of the detector
provides a boost of di-tau (Figure 9.4). However, if Higgs boson is nearly at rest,
tau-leptons likely point in the opposite directions and ∆ϕ → π. In the case that
the collinear condition does not hold, Eq. 8.5 diverges as pmiss

0(1) ∼ 1/ sin(ϕvis
0 −ϕvis

1 ).
Such back-to-back topology is likely for Higgs boson production in vector boson
fusion as the produced Higgs boson is nearly at rest (Figure 9.5).

Figure 9.5: The neutral boson at rest decays to a pair of tau-leptons [139].

The collinear mass approximation is effectively applicable when tau-leptons
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from H → ττ decay are highly boosted (mτ ≪ mH). The CMA is inefficient
for mass reconstruction in vector boson fusion when two tau-leptons are back-to-
back. Due to the limitations of the visible, transverse, collinear mass estimators,
the H → ττ measurement requires another method.

The ATLAS experiment uses the Missing Mass Calculator (MMC) technique
for di-tau mass estimation in the H → ττ measurement in the ggH and VBF
categories. The MMC provides an efficient reconstruction of Higgs boson mass.
It showed good performance in Run 1 ATLAS H → ττ analysis [3]. The MMC-
based di-tau invariant mass was used as a fit variable in the H → ττ analysis
with the partial Run 2 data set (2015-16) [4].

The next sections describe the efforts made towards updating and improving
the MMC method for the H → ττ coupling measurement with the complete
Run 2 ATLAS data set (2015-18). The MMC run-time was optimised, and the
MET resolution estimation was updated. Employment of the object-level MET
significance was scrutinised in pursuit of finding the best estimator for the MET
resolution. Performed studies also answered whether the evaluation of the prob-
ability of a given MET configuration could be optimised. Finally, the ways of
further MMC developments are outlined.

9.1.3 Missing Mass Calculator: probabilistic method and
its status

The core part of the MMC is the evaluation of the probability of a given orien-
tation and momenta of visible di-tau decay products to invisible ones. As said
in Section 8.2.5, the global likelihood (Eq. (8.8)) describes how much the current
configuration of MET and visible tau-lepton four-momenta is consistent with the
kinematics of the tau-lepton decay products and the vent topology. Multiple
configurations are tried for each event while scanning over kinematically allowed
values of MET, tau-lepton pT, and angular separation between them. Each con-
figuration is assigned a weight reflecting its probability.

The decay topology and tau-leptons four-momenta are studied in well-known
processes. Section 8.2.5 briefly mentioned this. Specifically, H → ττ coupling
measurement employs the MMC parametrisation with Z → ττ events. The Z →
ττ -based parametrisation is applicable in the H → ττ analysis as the properties
of decay products do not depend on tau-leptons’ origin. In the MMC for the
H → ττ Run 2 analysis, the P(∆Rvis,miss) and P(Evis) PDFs are parametrised as
functions of the visible tau-lepton momenta and properties. Further, the MET
probability term is parametrised as a function of the MET resolution, as explained
in the next section.

9.1.4 MMC: MET probability term
In the MMC, the missing transverse momentum approximates the neutrinos’
energy. The MET is defined as the deficiency of momentum in the transverse
plane. The missing transverse energy is supposed to be driven by neutrinos only.
The estimated MET values rely on a precise reconstruction, identification, and
calibration of all the hard-scatter and soft-term objects found in a given event
(Eq. (5.7)). However, mismeasurement of jets, miscalibration of hard-scatter
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objects, or restrictions in the soft-term estimation can affect the resulting MET
value [140]. Cosmic muons, beam halo particles, and detector noise can drive the
MET overestimation. Furthermore, missing energy can signify the production of
elusive particles, for example, Dark Matter candidates [141]). Hence, one should
account for possible misinterpretation of MET as the neutrinos’ energy proxy.
The detector effects and mismeasurement lead to the Gaussian distribution of
MET [128]. The MET resolution quantifies the accuracy of the MET estimation.

The MMC performs a scan over likely MET values, and the MET resolution
plays a role of a factor quantifying the effect of non-precise measurement of MET.
The MMC algorithm includes a MET likelihood term P(Emiss

T ) defined as follows:

P(Emiss
T ) = P(Emiss,sugg

Tx,y ;Emiss,meas
Tx,y , σMET) =

exp
{︃

− (Emiss,sugg
Tx − Emiss,meas)2 + (Emiss,sugg

Ty − Emiss,meas
Ty )2)/2σ2

MET

}︃
(9.1)

where Emiss,meas
Tx,y and Emiss,sugg

Tx,y are the values of the MET x- and y-components
as measured in data and as suggested at the current point in the MMC scan over
Emiss

T values, respectively. The size of the Emiss
T region scanned is dictated by the

estimated MET resolution: Emiss
T ±NσMET. In this way, the MMC method relies

on the MET resolution estimate and requires an adequate σMET description.
The MMC employed the MET resolution estimated with event-level informa-

tion: tau-leptons pT and decay modes, jet multiplicity, MET, and others. The
initial parametrisation was derived with Run 1 Z → ττ MC samples. This
parametrisation needs a revision for the full Run 2 data set analysis. The follow-
ing sections revisit the MET resolution estimation for the H → ττ analysis with
the full ATLAS Run 2 data set. Further, this thesis tests other approaches for
the MET resolution evaluation. In particular, the applicability of the object-level
MET significance (as introduced in Section 9.3.3 later) was extensively studied.
Besides, the extension of the MET probability (Eq. (9.1)) was probed.

The scan over kinematically allowed MET values finds the configuration with
the largest probability to be an actual ττ decay process. The likelihood MMC
scan checks thousands of points in multi-dimensional phase space. The MMC’s
computational time is relatively large, making the mMMC

ττ calculation the longest
stage in event processing. Moreover, ATLAS’s object reconstruction and identi-
fication algorithms have constantly been improving throughout data-taking and
post-Run 2. This progress can result in the sufficiency of a shorter MMC scan.
The net sections present the efforts to minimise the MMC run time.

9.2 Event selection
Several event selection criteria help to select H → ττ signatures from large
amounts of data. Table 9.1 summarises the corresponding event selection, which
is effective for data processed with Athena r. 21. The event selection applied in
the analysis of the partial Run 2 data set largely resembles the event selection
for the complete Run 2 data analysis (see Table C.1 in Appendix C and the
supporting documentation [101]).

The corresponding trigger should accept the events: single-lepton and di-
lepton triggers in the τlepτlep channel, single-lepton trigger in the τlepτhad channel,
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and the di-tau trigger in the τhadτhad channel. The di-electron, di-muon, and
electron-muon triggers are employed in the τeτe, τµτµ, and τeτµ channels, respec-
tively. Single-electron (single-muon) triggers accept τeτhad (τµτhad) events. Lepton
candidates are required to be geometrically matched to corresponding trigger-level
objects. One can find the complete list of the triggers used in the H → ττ anal-
yses with the partial and full ATLAS Run 2 data sets in [4] and [5], respectively.
In this thesis, Appendix A illustrates the process of object reconstruction during
the triggering of τhadτhad events.

There are the requirements on electrons, muons, τhad and jets applied before
the overlap removal. Namely, the lepton candidate should pass proper identifi-
cation requirements as said in Section 5. In addition, overlaps between τhad and
electrons are checked in the τhadτhad channel.4 In the next step, the OLR proce-
dure is standard (Section 5.6). Afterwards, jets are required to pass Tight WP
selection on JVT/fJVT score.

The final event and object selection criteria list is given in Table 9.1 and
described in detail in the parer [5].

criterion τeτµ τlepτhad τhadτhad

τeτhad τµτhad

Ne 1 1 0 0
Nµ 1 0 1 0

Nτhad 0 1 1 2
Nb-jet 0 (85% WP) 0 (85% WP) 0 (85% WP) 0 (70% WP)

pe
T [GeV] > 15 to 27 > 27
pµ

T [GeV] > 10 to 27.3 > 27.3
pτhad

T [GeV] > 30 > 40, 30

Identification e/µ: Medium e/µ/τhad: Medium τhad: Medium

Isolation e: Loose, µ: Tight e: Loose µ: Tight

Charge Opposite charge
Emiss

T [GeV] > 20

Kinematics mcoll
ττ > (mZ − 25) GeV mT < 70 GeV

30 GeV < meµ < 100 GeV

Leading jet pT > 40 GeV pT > 70 GeV, |η| < 3.2

Angular ∆Reµ < 2.0 ∆Rlτhad < 2.5 0.6 < ∆Rτhadτhad < 2.5
|∆ηeµ| < 1.5 |∆ηlτhad | < 1.5 |∆ητhadτhad | < 1.5

Coll. fractions xcoll
0 , xcoll

1
0.1 < xcoll

0 < 1.0 0.1 < xcoll
0 < 1.4 0.1 < xcoll

0 < 1.4
0.1 < xcoll

1 < 1.0 0.1 < xcoll
1 < 1.2 0.1 < xcoll

1 < 1.4

Table 9.1: The event and objects selection criteria in the H → ττ analysis [107].

The Good Run List and event-level data quality requirements are applied. The
baseline pre-selection implies compliance with data quality criteria and rejection
of non-collision events (Nvert ≥ 1 and Ntrack ≥ 2). The corresponding trigger

4The VeryLooseLlhEleOLR variable is used for that.

56



should accept the events: electron-muon in the τeτµ channel, single-electron or
single-muon in the τlepτhad channel, and di-tau in the τhadτhad channel.

All electrons and muons must comply with the corresponding Medium iden-
tification WPs. In the lep-had and τeτµ channels, the electron (muon) isolation
WP is set to Loose (Tight). The requirements on electron and muon pT are
tightened with respect to the pT criteria before OLR due to the pT thresholds
of single-lepton and electron-muon triggers. The lowest pT values applied in the
final event selection are cited in Table 9.1.

Jet Vertex Tagging and forward JVT are applied to reconstructed jets. If
not JVT/fJVT tagged, a jet is removed from the analysis. The DL1r b-tagger is
operating at the FixedCutBEff_85 WP in the lep-lep and lep-had channels. Due
to lower tt̄ contribution, the FixedCutBEff_70 criterion is used in the had-had
channel.

τhad are required to pass the Medium RNN ID criteria in the τlepτhad and τhadτhad
channels. In the τeτhad channel, an additional selection of the Medium eBDT WP
is applied to reduce a fraction of events where electron mimics τhad. The muon
veto rejects muons misidentified as τhad. In τhadτhad decays, each reconstructed
τhad needs to match trigger-level tau candidates.

The pT selection for light leptons and τhad is tightened with respect to the trig-
ger thresholds. This helps to reduce background contribution and ensures stable
trigger identification efficiency. The minimal values of transverse momentum for
electrons and muons are listed in the paper [5].

Further event-wide criteria are imposed to select H → ττ event candidates.
The Higgs boson candidate is reconstructed from two τhad and MET. Its mass
is estimated with the MMC (mMMC

ττ ). Lepton candidates are required to be of
the opposite charge. The decay channel is defined by the numbers of selected
electrons, muons and τhad. Events with additional leptons satisfying only Loose
identification criteria are rejected. To ensure MET compatibility with di-τ decay,
only events with Emiss

T > 20 GeV are considered, and the requirements on the
fractions of visible τ decay products x0 and x1 are introduced.

Resolved reconstruction of visible four momenta for both tau-leptons is com-
plicated for largely boosted ττ pairs. Therefore, the analysis considered those
final states where energetic jets balance the di-tau system (Figure 9.4). In par-
ticular, the presence of at least one high-energy jet is required.

The requirements on invariant mass estimates and absence of b-tagged jets
are applied to reject V + jets events and top processes. The criterion on the
distance between visible tau-decay products suppresses the contribution of non-
resonant decays. τlepτlep decays undergo additional selection on mcoll

ττ [4], which
ensures orthogonality to the H → WW ∗ measurement. In the τlepτhad channel,
the leptonic W boson decays are suppressed by the transverse mass selection.
The b-jet veto requirement suppresses the top-quark background.

The conditions on the di-tau angular opening 0.6 < ∆R < 2.5 are imposed
following the di-tau trigger setups mentioned in Appendix A. Selections on the
angular separation (∆R, ∆η) between two leptons enhance signal presence in all
the considered channels.
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9.3 MMC: estimating the MET resolution and
the MET probability

The following paragraphs outline the estimation of the MET probability term
in the MMC. Several approaches for the evaluation of the MET resolution are
introduced. Performance of the proposed σMET estimation methods is primarily
studied in the leptonic di-tau τlepτlep decay channel. The MMC studies were
performed mainly in H → ττ events as the gluon-gluon fusion is the leading
Higgs boson production mode. The ATLAS data set from 2015-16 (2015-18) is
analysed as outlined previously.

9.3.1 MET resolution parametrisation
As discussed in Section 5.7, the MET values depend on the momenta of all the
objects reconstructed in a given event. Consequently, the MET resolution can
be presented as a function of the variable indicating the energy of all the recon-
structed particles, jets, and the soft term. In particular, the MET resolution is
commonly parametrised as a function of the total transverse energy ∑︁ET . The
total transverse energy is defined as the scalar sum of the transverse energy of
the reconstructed objects which were used to estimate the MET value:5∑︂

ET =
∑︂

pe
T +

∑︂
pµ

T +
∑︂

pτ
T +

∑︂
pjet

T +
∑︂

pγ
T +

∑︂
psoft

T (9.2)

The MET resolution can be then proxied with an uncertainty on the total
event activity described by ∑︁ET, i.e.

σ = f(
√︃∑︂

ET) (9.3)

This functional representation was validated in numerous MET resolution and
scale studies (for instance, [142], [97]). The MET resolution is usually propor-
tional to

√∑︁
ET. An explicit form of parametrisation is process-dependent. The∑︁

ET dependence takes a different form for different di-tau decay modes. It de-
pends on the data set, which reflects differences in reconstruction techniques,
data-taking conditions or MC simulations.

In the H → ττ analysis, the MET resolution was estimated by comparing the
measured MET as reconstructed in a given event, and the particle-level MET as
would be detected by an ideal detector. The ATLAS jargon names it “reco-truth"
comparison as introduced earlier 4. The difference between the detector-level and
particle-level MET is measured for each event. The width (σ) of the Gaussian fit
for the obtained Emiss,reco

Tx,y −Emiss,truth
Tx,y distributions is taken as the MET resolution

σMET.6 After this procedure is repeated for several bins of ∑︁ET, the σMET is
plotted as a function of ∑︁ET as presented in Figure 9.6.

5The total transverse mass is reconstructed from all stable (τ > 3 × 10−11 s) charged and
neutral particles with absolute momentum |p| above 500 and 200 MeV, respectively.

6The label “true" denotes the information obtained at the level of generated particles. The
label “reco" denotes the values reconstructed after detector effects simulation. The MC gen-
eration steps and detector effects simulation were introduced in the Section on Monte Carlo
simulation 4.
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The MET resolution in the lep-lep channel also depends on ∆ϕll, which is the
azimuthal separation between the visible tau-lepton decay products. Figure 9.7
shows this relation. This dependence is a consequence of extra degradation of
the MET resolution due to multiple MET sources (four neutrinos in the τlepτlep
final state).

Figure 9.6: The MET resolution dependence on the per-event total transverse
energy ∑︁ET in Z → τlepτlep events. The cited function shows the parametrisation
of σMET in the following function: σMET(∑︁ET) = x0 +x1 log(

√∑︁
ET +x2) where

x0, x1, and x2 are free parameters of the fit.

The parametrisation in Figures 9.6 and 9.7 was derived based on Z → ττ mod-
elling with Sherpa v.2.2.1 which is a widely used simulation for the Run 2 ATLAS
analyses as for 2019. The difference between the initial and recent parametrisa-
tions is attributed to changes in MC modelling and to progress in object recon-
struction achieved by the ATLAS Combined Performance groups.

9.3.2 MET resolution dependence on pile-up
Additional interactions occurring at the same bunch crossing can deteriorate MET
reconstruction. The pile-up can lead to further degradation of the MET resolu-
tion. The pile-up ultimately affects the reconstruction of di-tau invariant mass
mMMC

ττ , as observed in the H → ττ analysis [143]. Thus, the mMMC
ττ depends on

the average number of interactions per bunch crossing ⟨µ⟩.
The MET resolution dependency on the pile-up ⟨µ⟩ was factorised out. Fig-

ure 9.8 shows how the residual MET resolution deteriorates with higher pile-up.
Each additional interaction worsens the MET resolution by ∼ 200 MeV. Follow-
ing these observations, an additional parametrisation of the ⟨µ⟩ was proposed for
the MMC in the full Run 2 H → ττ analysis.
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Figure 9.7: The residual MET resolution dependence on the azimuthal separation
between two light leptons ∆ϕll in Z → τlepτlep events. The residual dependence
was parametrised with two different functions in the ranges of ∆ϕll. A linear
function was used to parametrise in the ∆ϕll < 2.25 as written in the first line
in the legend. A parabolic parametrisation σMET(∆ϕll)/σMET(∑︁ET) = x0 +
x1(2.25 − ∆ϕll)2 was applied in the ∆ϕll > 2.25 range as shown in the second line
in the legend.

As will be seen later on (Section 9.3.3), the application of the ⟨µ⟩ factor
improves the MET resolution description. The extended parametrisation of the
MET resolution is in better consistency with another σMET estimate.

The parametrisations on
√∑︁

ET, ∆ϕll, and ⟨µ⟩ allow estimating MET res-
olution on an event-by-event basis. This σMET estimation relies on the general
information about the event and can suffer from disregarding the actual nature
of objects. For example, a reconstructed jet originates in hard scattering or pile-
up. While the former are full contributors in MET, the latter ought to partially
contribute to the jet term. Moreover, this approach does not account for the
directional anisotropy of the MET resolution.7

Using the object-based MET resolution estimation S can help tp overcome
this drawback. The S can potentially help to overcome the outlined features of
the σMET parametrisation.

9.3.3 MET resolution through the MET significance
The object-based MET significance S is designed in the ATLAS to validate the
missing transverse energy [144]. The METSignificanceTool tool was developed

7Note the ellipsoidal shape of the MET resolution depicted by shaded green in Figure 8.2.
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Figure 9.8: The underlying MET resolution dependence on the average num-
ber of interactions per bunch crossing ⟨µ⟩ . The σMET normalised to the al-
ready parametrised σMET(∑︁ET,∆ϕll) is implied (the y-axis). Two parametrisa-
tions – with a linear σMET(⟨µ⟩)/σMET(∑︁ET,∆ϕll) = x0 + x1⟨µ⟩ and square-root
σMET(⟨µ⟩)/σMET(∑︁ET,∆ϕll) =

√︂
x2

0 + x2
1⟨µ⟩ functions – reveal similar perfor-

mance (ξ2/n.d.f.), as shown in the legend in the first and second lines, respec-
tively.

by the ATLAS JetETmiss group. The MET significance became available for
analyses since Athena release 21.

The MET significance quantifies the result of comparing two hypotheses on
MET: that MET is non-zero in a given event and that MET is zero [144]. This
definition of SMET is given by equation

SMET = 2 ln
(︂maxpinv

T ̸=0 L(Emiss
T |pinv

T )
maxpinv

T =0 L(Emiss
T |pinv

T )
)︂

= (Emiss
T )T(

∑︂
i

Vi)−1(Emiss
T ) (9.4)

in which the likelihood function implicates the total covariance matrix V i for
the resolution of the hard objects and the soft term. The covariance matrix
Vi propagates the effects of resolution from reconstructed hard-scatter and soft-
term objects.8 This way, the resolution of all the hard objects and the soft term
contribute to the MET variation.

In general, the low SMET values (in the range of SMET ∈ (0, 2)) usually indi-
cate the absence of the MET source in a given event. Conversely, larger MET
significance values (above 5) can signify that the source of the missing transverse
energy is not well understood. Namely, the MET of a smaller value or in another

8The paper [144] explains the approach of the S calculation in details. Namely, it defines
the covariance matrix through spatial components of the resolution of a given object.
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direction is expected in this event based on the information on the hard-scatter
objects as shown in Figure 9.9.

Figure 9.9: Generic illustrations of possible configurations of the measured and
expected MET. The arrow indicates the MET vector (as defined by Eq. 5.1),
while the shaded area depicts the MET resolution. The left sketch shows a case
of the large estimated MET significance. The right one illustrates the event
with an understood source of the MET. In this case, one can estimate the MET
resolution based on the properties of measured hard-scatter and soft-term objects.

The MET significance values are characteristic of the process type. In the
decay of boson to a pair of tau-leptons, S preferably falls between ≈ 2 and
≈ 5. The S range is typical for events with a genuine MET source and well-
reconstructed objects.

The object-based MET significance can be used for straightforward calculation
of the MET resolution: σMET = ∑︁

ET/S. This σMET definition was tested against
the parametrised one as shown in Figure 9.10. The two methods bring similar
results in most events.

The MET significance, however, plays a role in MET resolution smearing in
events where the SMET is low despite the higher measured Emiss

T value. Further-
more, when the MET significance is low while the estimated MET is high, the
method results in large σMET values (see the high-σsignif tail in Figure 9.10). Such
topologies can occur in the case of object misreconstruction or misidentification.
In this way, the MET significance has the potential to spot the events which can
not be qualified as Higgs or Z boson decays. Appendix E tells on this in detail.

9.3.4 Anisotropy of MET resolution
The default version of the MMC assumes that the MET resolution is smeared
isotropically around its direction. However, the resolution depends on the mutual
configuration of reconstructed objects and the MET. For example, the resolution
is estimated more precisely if it is oriented along a highly energetic hard-scatter
object. Vice versa, the MET resolution projection is high if no hard-scatter
objects point in that direction.

The actual MET resolution is generally anisotropic, and one can decompose
it into two components (Figure 9.11). The longitudinal component σL is the
resolution in the direction of the MET, whereas the transverse component σT is
the resolution perpendicular to the MET. The ATLAS METSignificance tool
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Figure 9.10: The MET resolutions in units of GeV): σparam
MET defined as a function

of event-level parameters ∑︁ET, ∆ϕll and ⟨µ⟩ (on the x-axis) and σsignif
MET based on

object-level MET significance Emiss
T /SMET (on the y-axis). The red line depicts

the observed correlation trend between σparam
MET and σsignif

MET . The grey dotted line
corresponds to a perfect correlation between σparam

MET and σsignif
MET (therefore, the

x-axis range spans up to 150 GeV).

estimates the values of these individual MET components. It also provides a
factor of correlation between them ρ. The two-component σMET technique ap-
plies dedicated coefficients for pile-up-like jets [144], which results in high MET
resolution values. The MMC di-tau mass reconstruction can profit from knowing
the detailed MET description.

One can expand the MET resolution PDF definition using the information
on the longitudinal and transverse MET resolution components and the correla-
tion between them. The formula Eq. (9.1) is then replaced by the 2D Gaussian
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Figure 9.11: The scheme of the MET resolution components [98]. σL stands for
the longitudinal component of the MET resolution, i.e. the one projected in the
direction of the MET. σT is the transverse MET resolution obtained as the MET
resolution projection to the plane perpendicular to the MET direction. Similarly
to Figure 8.2, σx and σy are the MET resolution in the transverse plane where
the MET is defined.

function

P(Emiss,sugg
T∥ , Emiss,sugg

T⊥ ;Emiss,meas
T∥ , Emiss,meas

T⊥ , σMET∥, σMET⊥, ρ) =
1

2πσMET∥σMET⊥
√

1 − ρ2 ×

exp
{︃

− 1
2(1 − ρ2)

[︂
(
Emiss,sugg

T∥ − Emiss,meas
T∥

σMET∥
)2 + (E

miss,sugg
T⊥ − Emiss,meas

T⊥
σMET⊥

)2−

2ρ(
Emiss,sugg

T∥ − Emiss,meas
T∥

σMET∥
)(E

miss,sugg
T⊥ − Emiss,meas

T⊥
σMET⊥

)
]︂}︃

(9.5)

In this way, the MET probability term can be estimated with the input data
provided by the METSignificanceTool: the parallel and perpendicular MET
resolution (σMET∥ and σMET⊥ MET resolution) as well as their correlation (ρ).

9.3.5 MMC performance: finding an optimal MET likeli-
hood term

The separability between signal and background was studied in the three σMET
approaches mentioned above. The first one used the parametrisation on ∑︁

ET,
⟨µ⟩, and ∆ϕll. The second method exploited the object-level MET significance:
σMET = Emiss

T /SMET. The third method employed the 2D MET PDF (Eq. (9.5)).
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The MET resolution and the MET PDF term were appropriately varied in the
Missing Mass Calculator.

Figure 9.12: ROC curves for H → ττ signal separation from the Z → ττ back-
ground in the τlep τlep channel. Three methods for the MET resolution estimation
in the MMC mττ calculation are shown. The “Nominal" graph depicts the out-
come from the σMET parametrisation as a function of ∑︁ET, ⟨µ⟩, and ∆ϕll.

Figure 9.12 shows the ROC curves for selecting signal H → τlepτlep events and
rejecting background Z → τlepτlep processes when using the reconstructed di-tau
invariant mass, mMMC

ττ . The methods perform with similar signal-to-background
discriminator efficiency. The observed difference in the AUC is within 1%. The
mMMC

ττ distributions obtained with the three considered methods are given in
Figure 9.13. Overall, all three approaches for σMET estimation perform at the
same level. Application of the SMET reveals prospects in rejecting Z → ττ events
(there is a drop by 10% in the 90 GeV < mMMC

ττ < 110 GeV range).

9.3.6 Parametrisation on the suggested Emiss
Tx,y

The event with maximal weight (Eq. (8.8)) becomes a solution for mMMC
ττ . The

MET value corresponding to the solution generally differs from the input MET.
The difference between measured MET and MMC output Emiss,reco

T − Emiss,MMC
T

has a distribution with a finite width (Figure 9.14).
The preference for one MET topology over another can play a role of an ad-

ditional factor in the MET probability. The Emiss,reco
T −Emiss,MMC

T has a Gaussian
shape, and its factor enters the likelihood of a particular MET solution as follows:
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Figure 9.13: The mMMC
ττ distributions obtained with three ways of the MET

probability estimation: the parametrised MET resolution and the MET PDF
as in Eq. (9.1); the MET resolution from the MET significance; and the
MET PDF term as in Eq. (9.5) with σMET∥,σMET⊥, and ρ as provided by the
METSignificanceTool.

P(Emiss
Tx,y) = exp

(︂
−

(∆Emiss
Tx,y)2

2σ2
MET

)︂
exp

(︂
−

(Emiss,reco
Tx,y − Emiss,sugg

Tx,y )2

2σ2
sugg

)︂
(9.6)

Here the Emiss,reco
Tx,y stands for a reconstructed value of the MET components as

measured in data, whereas Emiss,sugg
Tx,y is the MET value corresponding to the MMC

solution. The variance of the MET solutions σsugg was estimated as a function of∑︁
ET (Figure D.3 in Appendix D).
The results of testing the MMC calculator with the changed MET PDF are

shown in Figures 9.15 and D.4 (Appendix D). No significant impact of the mMMC
ττ

shape nor MMC performance parameters was found.
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Figure 9.14: The distribution of the Emiss
Tx difference between the Emiss

Tx recon-
structed value as measured by the ATLAS detector and the Emiss

Tx suggested value
as solved by the MMC.

9.3.7 Exploring other definitions of SMET

Besides the primary definition of the MET significance (Eq.( 9.4)), the ATLAS
MET significance tool also takes into account the configuration of the di-tau
system. One can also estimate the MET significance with respect to the azimuthal
location of the di-tau system (Sττ

MET). For that, the covariance matrix is rotated by
ϕMET angle. Another approach estimates the MET significance in the longitudinal
direction: Slong

MET = Emiss
T /

√
σMET∥. Respectively, the Slong ττ

MET is estimated with
respect to the longitudinal MET resolution σMET∥ and the azimuthal topology
of the tau-lepton pair. Figures 9.16 and D.5 (Appendix D) present the mMMC

ττ

performance with Slong
MET and Sττ

MET. These plots compare the alternative and
standard SMET definitions. There are indications that Sττ

MET performs better than
the conventional SMET. However, the level of improvement is very small (within
1%).

9.3.8 Studies of the MET scan range
As described earlier, the kinematically allowed phase space is scanned to find the
most likely solution. The size of the scanned subspace is defined by the variation
of the energy of τhad and the MET. The scan over the MET values is performed
in the (Emiss

T ± nσMET) range. The MET resolution σMET determines the size of
the (Emiss

T ±nσMET) range. The presented studies aimed to find the most optimal
size of the Emiss

T range.
The following options of the MET scan range were tested: (Emiss

T ± 2σMET),
(Emiss

T ± 3σMET), (Emiss
T ± 4σMET), and (Emiss

T ± 5σMET). The obtained mMMC
ττ

distributions and ROC curves are given in Figures 9.17 and D.6 (Appendix D).
With the MET resolution defined via MET significance, the range of the
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Figure 9.15: The ROC curves of the H → ττ signal separation from the Z → ττ
background obtained with a number of alternative settings: where the MET
resolution is parametrised (the red curve) and with the additional factorisation
on Emiss,reco

T − Emiss,MMC
T (the green line); where MET resolution is calculated

through object-level MET significance (the blue line) and with the additional
factorisation on Emiss,reco

T − Emiss,MMC
T (the magenta line).

scan does not influence the mMMC
ττ shape and H → ττ vs Z → ττ separation

power significantly. All the tried MMC layouts find solutions for di-tau mass very
effectively: the inefficiency rate is at the level of 10−6. No substantial differences
in performance are observed in the case of the parametrised MET resolution,
either. Although the differences are tiny, the 4σ option is the best choice based
on the mean and/or RMS metrics (Figure D.6 in Appendix D). The area under
signal-to-background separation curves has a slightly higher value for the 4σ
option as demonstrated in Figure 9.17.

68



Figure 9.16: The mMMC
ττ spectra are compared in several options to define MET

significance. The red, yellow, green, and blue graphs plot the mMMC
ττ outcomes

obtained when the MET resolution was estimated as Emiss
T /SMET, Emiss

T /Sττ
MET,

Slong
MET, and Emiss

T /Slong ττ
MET , respectively. The label includes the mean and RMS,

the mean-to-RMS ratio, the inter-quantile range between the 5th and 95th, the
25th and the 75th percentiles, and the rate of the method non-convergence.

9.4 The Missing Mass Calculator run-time op-
timisation

The initial MMC version was adopted for the analysis of the ATLAS Run 1 data
set. For Run 2, however, the ATLAS hardware conditions and triggering schemes
were improved. Object reconstruction schemes, including MET description, were
elaborated. As a result of these improvements, one can expect that the most
likely solution would be in proximity to the measured τhad and MET. This would
mean faster finding of the solution and the scan (Eq. (eq:mmc:likelihood)) with
a lower number of scan iterations Niter.

The default MMC version prescribed 200 K iterations. The relation between
Niter and the MET PDF during the scan was studied. Figure 9.18 demonstrates
that the Niter in the MMC can eventually be optimised by reducing the number of
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Figure 9.17: The ROC curves of the ggH → ττ signal separation from the Z → ττ
background while observing mMMC

ττ obtained with varying the Emiss
T scan range

size. The MET resolution is estimated with the object-level MET significance.

steps. Around the 50, 000th step, solutions with lower probability become more
frequent. This is ineffective as these solutions have a lower likelihood and are
not chosen for a final di-tau mass estimate. Analysis of the total probability
showed that an optimal solution could be found after about a thousand steps
(Figure D.1 in Appendix D).9 The applicability of the MMC with a shorter scan
was tested. The MMC performance with the nominal Niter = 200 K and the
reduced Niter = 50 K settings was compared.

The analysed data set included Z → ττ and H → ττ events with hadronic
and leptonic di-tau decays (τhad τhad and τlep τlep, respectively). The considered
MC samples comprised an integrated luminosity of 36.1 fb−1, which corresponds
to the 2015-16 ATLAS data set.

The distribution of the di-tau invariant mass mMMC
ττ for two different numbers

of iterations used in the phase space scan by the Markov chain in the MMC
is shown in Figure D.8 (Appendix D). The shapes of the mMMC

ττ distribution in
9The deviation from low − log(Ptotal) in long iterations is even more pronounced if the

Emiss
T ± 2σMET range is scanned (see Figure D.2 in Appendix D).
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Figure 9.18: The MET likelihood versus the number of the current iteration in
the MMC Markov Chain over possible configurations of di-tau products. The
distribution is obtained in the analysis of gg → H → τlepτlep events.

both versions are in agreement. The mean value, standard deviation, and inter-
quantile range between the 32nd and the 68th percentiles are comparable between
the two MMC settings. Figure 9.20 shows themMMC

ττ resolution dependence on the
number of iterations.10 Likewise, the ROC curves show consistent performance
in the two options as seen in Figure 9.19, which shows the relative AUC of ROCs
is depicted as a function of the number iterations in the Markov chain scan. The
AUC values are normalised to the AUC value in the nominal MMC version with
200 K iterations. The AUC becomes nearly constant at Niter = 50, and increasing
Niter to 200 K improves the AUC only by 0.2%. Figure D.7 in Appendix D shows
the ROC curves for the separation between ggH → ττ and Z → ττ .

An optimal configuration with the maximal PDF can be found with decreased
number of iterations. The scan of 50 K iterations is applicable in the Run 2 MMC.
On the other hand, the adopted version gains from the point of view of CPU
time. The computation time was reduced by ∼ 4 times (Figure D.9). Such MMC
modification optimises memory consumption and fastens the H → ττ analysis
approximately twice.

10The resolution is defined as the Gaussian width determined in the range of ±1.5RMS around
the mean of the mMMC

ττ distribution.
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Figure 9.19: The AUC of the H → ττ signal to the Z → ττ background separa-
tion in the adopted MMC with 50 K iterations normalised to the AUCs obtained
with the default 200 K scan. The AUC values for τhad τhad and τlep τlep events are
presented.

9.5 Background estimation in the H → ll chan-
nel

As discussed in Section 9.1.1, background in the H → ττ coupling measurement
is predicted from a mixture of data-driven methods and Monte Carlo simulation.
Typically, background processes involving real leptons are modelled with MC,
while the contribution from fake leptons is defined with the data-driven approach.

As it was introduced in Section 6, hadronically decaying tau-leptons can be
faked by light leptons, namely electrons and muons, and QCD jets. The e → τhad
and µ → τhad fakes are simulated with MC. These events include real leptons, but
these real electrons and muons were misidentified as hadronically decaying τhad
during the event and object reconstruction. Jet can happen to be misidentified
as lepton, i.e. j → e, j → µ, j → τhad (later on mentioned as j → τ). This
QCD-driven fake background is estimated with real data in the H → ττ analysis.
One needs to ensure that different methods address appropriate background and
there are no ambiguities in defining a given background source. A common way
to prevent fake double counting relies on subtracting events A when fakes are
estimated in events B. For example, this is done in the Fake Factor method,
which predicts the fake background in the τlepτhad decay channel.

In brief, the Fake Factors are measured with real data in a subset of events
where tau-lepton fails to pass the nominal ID requirements (Figure 9.21a). The
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Figure 9.20: The mMMC
ττ resolution as a function of the number iterations used in

the phase space scan by the Markov chain in the MMC.

technique is designed to describe a fraction of the j → τhad fakes. At the same
time, the contribution from the l → τhad fakes is modelled with MC. The contri-
bution from real leptons l → τhad are subtracted. This step ensures that the FF
solely include the j → τhad fakes.

This real-lepton subtraction is based on knowledge of genuine particle type.
The information on the particle type is commonly labelled with Particle Data
Group Identification number (PDG ID) [145] in MC-generated events. Final-
state leptons are matched to generator-level particles, as stated in 5.5. The
information on the matched truth particles signifies the source and nature of the
reconstructed lepton.

In the lep-lep channel, one or two final-state light leptons can be mimicked
by a jet. This fake contribution is assessed with either the ABCD or the Matrix
method. In the ABCD method, fake-enriched phase space estimates a fraction
of events where a QCD jet is misidentified as an electron or muon. The Transfer
Factors (TFs) are derived in the fake-enriched control region (labelled B in Fig-
ure 9.21b). The fake CR is defined by changing several nominal, i.e. signal region,
selections.11 During TFs calculation, events with real leptons are estimated with
MC and subtracted as follows:

ftrans = A

B
= NSS,Data

iso −NSS,MC
iso

NSS,Data
non−iso −NSS,MC

non−iso
(9.7)

11Explicitly, the fake CR (labelled B in Figure 9.21b) selections are: subleading lepton does
not pass the Gradient isolation WP and ql × ql = +1 (same sign (SS of leptons’ electric
charge). The requirement of Electron ID is relaxed to Loose whereas the SR includes Medium
ID electrons.
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(a) (b)

Figure 9.21: The Fake Factor derivation in the FF method. Courtesy of Vojtěch
Pleskot (a) [146]. Sketch of the different regions considered in the fake background
estimation for the τlepτlep channel (b) [101].

The obtained transfer factors are then applied to the nominal, i.e. opposite-sign
(OS), region. This way, the data-driven template of j → l fakes is obtained as
D = A/B × C. At the same time, other backgrounds are modelled with Monte
Carlo. In principle, the data-driven j → l background estimated can account for
possible j → l fakes modelled with MC. For instance, the subtraction of MC
j → l fakes can be done in the following way:

D = ftrans × (NOS,Data
non−iso −NOS,MC

non−iso) (9.8)

An analyser must ensure that MC prediction does not include MC-based j → l
fakes.

In MC, jets misidentified as light leptons can be spotted using PDG ID la-
belling of the generator-level counterpart (as described at the beginning of this
section). The presented studies answer the question of whether there is double
counting of the j → l fakes. This research ought to find out if the criteria on
matching “not-to-quark" would exclude excessive j → l fakes, if such, in the
H → τlepτlep analysis.

9.5.1 j → l background modelling
The studies were made to learn the ID, type and origin of the final-state particles
in the MC-predicted background. The partial Run 2 data set was analysed, and
the applied event selection is described in Table C.1 (Appendix C).

The contribution by quarks and gluons mimicking light leptons was seen from
the PDG IDs of the matched generator-level particles. Figure 9.22 maps the
relationship between leading and subleading tau-lepton PDG ID in the total MC-
based background prediction. No j → l events with jets mimicking light leptons
are observed. Consequently, one can conclude that there is no need to introduce
a dedicated selection to remove the MC leptons matched to quarks or gluons.12

12Technically, this is done by rejecting final-state light leptons if their generator-level coun-
terpart has a quark or gluon PDG ID.
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Figure 9.22: The leading tau-lepton PDG ID versus subleading tau-lepton PDG
ID in preselected background events.

Figure 9.23 depicts the mMMC
ττ distributions in the events rejected by the re-

quirement on the matched particle PDG ID not to be quark or gluon. In the
boosted category, the fakes by the background electrons yield about 0.4% of the
total background. Their fraction comes mainly from Z → ee QCD production
(3.56%) and Z → ττ EWK production (2.48%). The impact of the tested selec-
tions is negligible in the VBF category.

(a) (b)

Figure 9.23: The mMMC
ττ spectra in the events which do not pass the selection

criteria in the boosted (a) and VBF (b) event categories. Several options for the
event selection are applied.

As seen from Figures 9.22 and F.1, there are events where one of the tau-
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leptons does not match any generator-level particle.13 The genesis of these events
with non-matched detector-level tau-leptons was investigated.

9.5.2 Unmatched light leptons
Studies of the unmatched tau-leptons nature were done with Type and Origin
variables which are available for MC-modelled particles. The type and origin
particle classification is provided by the MCTruthClassifier tool [147], which
assigns two numbers to particles:14

• The Type which indicates its properties and behaviour, and

• The Origin points to the mother particle(s).

Figure 9.24: The relation between the “MC" and “MC + Geant 4" Origin vari-
ables for leading tau-lepton.

The analysed NTuples contain two variables specifying the Type, defined at
different event reconstruction steps. The one, let’s name it “MC", is determined
with a pure Monte Carlo particle generator record. Another one, let’s name it
“MC + Geant 4", is determined after detector response is simulated (Figure 9.25).
The second option includes Geant 4 simulated particles and, consequently, pro-
vides a complete description of the particle nature and source. The Origin vari-
ables are defined at the two reconstruction steps as well, so that one can observe
both the Origin MC and Origin MC + Geant 4.

Figure 9.24 shows the relation between “MC + Geant 4" and “MC" Origin in
background events. The two definitions on the Type variable are compared in
Figure F.2 in Appendix F. As a result of particles’ passage through the detector
matter, secondary electrons and muons occur. This information becomes available

13If a reconstructed particle can not be matched to any generator-level particle, a zero PDG
ID is returned.

14These classifications are available as particle decorations in the Truth DAODs.
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Figure 9.25: The flow of event reconstruction in Monte Carlo modelling and
Geant 4 simulation [147]. Two collections of “truth" particles are available: par-
ticles at the MC generator level and particles at the generator+simulation level.

with “MC + Geant 4" variables. Further, the “MC + Geant 4" were analyses for
the non-matched leptons.

Figure 9.26: The origin of the matched particle-level counterpart of the leading
tau-lepton in relation to its PDG ID.

Figure 9.26 compares the origin of the particle-level objects matched to the
leading reconstructed tau-lepton. About ∼ 90% of the non-matched leading lep-
tons are electrons produced in photon conversion. A similar trend is observed for
non-matched subleading tau-lepton: ∼ 54% of them originate from photon con-
version (Figure F.3 in Appendix F). About 92% (56%) of non-matched leading
(subleading) tau-lepton are classified as background electrons as seen in Fig-
ure 9.27 (Figure F.4 in Appendix F). Figure 9.28 shows the origin of background
leptons in three analysed τlepτlep channels. The background light leptons occur
after the hard-scattering phase due to interaction with the detector material.
This subsequent electromagnetic and hadron activity can lead to the produc-
tion of background light leptons. No direct parent candidate is found among
generator-level particles for background leptons. This explains the source of the
non-matched leptons.
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Figure 9.27: The type of the matched particle-level counterpart of the leading
tau-lepton in relation to its PDG ID.

Figure 9.28: The origin of the leptons, which were not matched to any generator-
level particle. The composition is shown for the τeτe (left), τµτµ (middle), and
τeτµ (right) final states.

9.5.3 Other options to estimate j → l fakes
Other potential options to exclude the events with no real light leptons in the
τlepτlep final state are the following:

• To accept only the events where a reconstructed light lepton is matched
to a generator-level light lepton. This option implies an exclusive match
to electrons and muons. Technically, the PDG ID of the generator-level
particle needs to correspond to those of the reconstructed lepton.

• To accept only the events where reconstructed light lepton is of an isolated
type. This can be done by requesting the Type of the matched generator-
level particle to be “Isolated electron" (or “Isolated muon").

The Type and Origin of the leptons selected with the exact e → e and µ → µ
criteria is shown in Figure 9.30 and Figure F.6 (Appendix F), respectively. They
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Figure 9.29: The type of matched particle-level counterpart of the leading
tau-lepton and subleading tau-lepton. The preselected MC-modelled fake back-
ground events are analysed.

Figure 9.30: The type of matched particle-level counterpart of the leading
tau-lepton and subleading tau-lepton. The preselected MC-modelled fake back-
ground events are analysed, with the selection removing reconstructed leptons
matched to the quarks or gluons (based on the PDG ID of the generator-level
particle) and removing leptons unmatched to any generator-level particle..

can be compared to the Type and Origin variables in Figures 9.29 and F.5 (Ap-
pendix F) which were obtained in inclusive events, i.e. with any selection intended
to reduce fake leptons. Figure F.8 shows leptons’ origin when only “Isolated" elec-
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tron and muons are selected.15 Figure 9.23 shows the mMMC
ττ distributions for the

signal events which do not satisfy the tested selection criteria.
The option of selecting the isolated leptons only is, in a sense, somewhat

artificial. It removes genuine light leptons although produced not in tau-lepton
decays. These processes unavoidably occur during pp collisions, and the ATLAS
data contain them. As the data-driven fake estimation does not describe them,
the analysis should keep the MC description.

It can be seen that the requirement of the exact e → e and µ → µ match-
ing removes events of combinatorial background: where one light lepton arises in
decays of top-quarks, tau-leptons, W and Z bosons. At the same time, another
one can not be matched to any particle, neither MC-only nor MC+Geant 4 sim-
ulated.16 Indeed, these events include leptons mimicked by hadrons (h → l). As
one can see in Figure 9.31, pions (PDG ID 211) and kaons (PDG ID 321) mimic
leptons. Light leptons faked by hadrons are assumed to be modelled with the
ABCD method from real data. Therefore, this selection can be applicable in this
analysis.

(a) (b)

Figure 9.31: The PDG ID of the generator-level particles matched to the leading
(a) and subleading (b) reconstructed lepton.

Table 9.2 holds the yields by the events which do not pass the requirement on
the PDG ID to be exactly light lepton. h → l fakes make up about 0.4% of the
total background across the decay modes. This contribution is small and stays
within the uncertainty as seen in the mMMC

ττ distribution (Figure 9.32). Therefore,
the potential gain in introducing this selection is low.

9.6 Discussion and summary
The sections above outlined the performance of the Missing Mass Calculator. Sev-
eral approaches to improve this algorithm of the di-tau mass reconstruction were
tested. Their outcomes were compared with several metrics, including the mMMC

ττ

shape and the mean, width and inter-quantile of the mMMC
ττ distribution. The

level of separation between the H → ττ signal and Z → ττ background events
15The Type is not shown, as it includes only isolated leptons.
16The leptons of the Unknown Type or Non-Defined Origin are interpreted as outcomes of

mismeasurements, misreconstruction, or misidentification. It can point out the missing infor-
mation in the event record.
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cut no match to isolated l type no match to e/µ PDG ID
channel τ 0

lep τ 1
lep τlepτlep τ 0

lep τ 1
lep τlepτlep

τeτe 0.109 0.111 0 0.109 0.111 0
τµτµ 0.006 0.021 0 0.001 0.017 0
τeτµ 0.261 0.132 0.004 0.266 0.131 0

Table 9.2: The yields of events in which the reconstructed leading (subleading) τ 0
lep

(τ 1
lep) light lepton or both leptons τlepτlep does (do) not pass the type requirements.

The type and PDG ID are defined as the type and PDG ID of the matched
generator-level particle.

(a) (b)

Figure 9.32: The mMMC
ττ distributions in the total background prediction (a) and

ggH → ττ (b) events: before and after the requirement on the PDG ID on the
matched generator-level particle.

was studied with the ROC curve method. Signal-to-background discriminating
power was estimated with the AUC value.

The MMC mass resolution is ∼ 16%, ∼ 17%, ∼ 18% for τhad τhad, τhad τlep,τlep
τlep channels, respectively. In the case tau-lepton decays leptonically, the worse
resolution is observed due to the presence of additional neutrino(s). This em-
phasised the importance of an accurate MET estimation and evaluation of its
possible miscounting (i.e. MET resolution). Presented research evaluated how
the precision of the missing transverse energy estimation impacts the H → ττ
analysis. The applicability of the object-based MET significance was scrutinised.

Various methods of MET resolution estimation were tested. Notably, the
MET resolution estimation through the MET significance was advantageous due
to its independency of the data set and decay channel and improved readability.
Specifically, three methods were compared: the first one uses the MET resolu-
tion parametrisation on event parameters, the second one estimates the MET
resolution through the object-level MET significance σMET = Emiss

T /SMET, and
the third one employs the values for longitudinal and transverse MET resolution
components as calculated by the ATLAS METSignificanceTool. The three com-
pared approaches led to consistent MMC performance. The MMC provides the
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signal acceptance at the level of 85% with the background rejection of ∼ 70%.
The best MMC performance is achieved when the MET resolution σMET is

parametrised as a function of ∑︁ET, ⟨µ⟩, and, for τlepτlep events, ∆ϕll. This new
parametrisation treats the pile-up effect, which caused additional smearing of
the MET resolution. This final MET resolution parametrisation in the τlepτlep
channel was updated for the data-taking and reconstruction conditions. Such
σMET estimation through multiple parameters resulted in the steady performance
of the MMC. This method was used in the MMC for di-tau mass reconstruction
in the final version for publication of the H → ττ analysis with the Run 2 data
set.

In addition, the computational time of the MMC was optimised. The phase
space scan with 50 k iterations in the Markov chain was sufficient for Run 2 data
set analysis due to the improved data-taking conditions and object reconstruction
schemes. The CPU time of mass calculation was reduced, which resulted in about
twice the faster event processing. The final MMC setup improved mass resolution
by ∼ 1% [5] with respect to the previous measurement based on 2015-16 data [4].17

The author gives an outlook at perspective on ways of mass reconstruction
improvement. Namely, the object-level MET significance usage in event selection
and/or mass reconstruction is promising. There are indications that better mass
resolution and background rejection can be reached.

Fake background modelling was studied in the τlepτlep decay channel in the
H → ττ coupling measurement. QCD jets mimicking light leptons are modelled
by the data-driven method. Other sources of fake τlep background are intention-
ally modelled with Monte Carlo simulation. This approach prevents potential
ambiguities in the fake background prediction.

Several other options for validating the j → l fake estimation were tested.
The requirement of non-matching to quarks or gluons was ineffective as no light
leptons were mimicked by jets found in Monte Carlo simulated events. The studies
described earlier confirm that light lepton fakes by jets are estimated purely with
the data-driven method. As the data- and MC-based definitions do not interfere,
there is no need to subtract the j → l contribution in MC (specifically, in formulae
Eq. (9.8)).

At one, the presented analysis showed that about 0.4% of events include light
leptons faked by hadrons. The selection on the Type or PDG ID of the matched
counterpart removes h → l events. This can be technically achieved by requiring
PDG ID to correspond to light leptons. Alternatively, potential double-counting
of the h → l fakes can be prevented with the criterion on the Type variable.
The requirement on the isolated Type of light lepton is placed. Compared to the
tested “isolated-only" Type selection, this criterion is relaxed, but it preserves
non-prompt light leptons from background processes. Simultaneously, it would
remove h → l fakes and prevent a bias on the fake estimation.

Further, the author studied the nature and genesis of the reconstructed light
leptons, which do not match any generator-level particle. About 82% of events
with non-matched leptons are represented by background electrons originating
in photon conversion. As these events include real light leptons but not genuine

17Besides the parametrisation of the MET resolution and the optimisation of the computa-
tional time, the final MMC version included the update of several factorisations, which were
made by Michael Hübner [148].
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τlep, they need to be included in the background prediction in the H → ττ
measurement. These fakes are predicted based on MC, as shown in this thesis.
This analysis also revealed that more descriptive variables on the type and origin
are defined after detector effects simulation.
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10. Search for excited tau-leptons

10.1 Introduction

10.1.1 Motivation
This search aims to find excited tau-leptons. Several experimental results are
incompatible with the Standard Model predictions, and some of the inconsisten-
cies can be explained by the composite nature of the SM particles. According to
the idea of compositeness, detected up-to-now particles are compounds of even
smaller building blocks.1

Electron anomalous magnetic momentum deviates from the SM predictions by
2.4σ according to to [6]. The experimental results of the measurements of muon
magnetic momentum µ − 2 deviate from the SM expectation by 4.2σ [7]. While
a new set of constraints on tau-lepton anomalous magnetic momentum [150] are
compatible with the SM prediction with the full uncertainty, the best-fitted ατ

value is outside of the SM predicted 95% confidence-level interval.2 These obser-
vations may imply the compositeness of leptons. Likewise, the large gyromagnetic
factor of a proton is a consequence of its compound nature. The anomalies ob-
served in heavy meson decays [152, 153, 154, 155, 156] may also impose ideas of
lepton non-universality and compositeness [157]. Eventually, compositeness can
be a clue to explain the existence of three particle generations in the Standard
Model.

The experimentally referred evidence of excited leptons can be one of the
signatures of lepton compositeness. At the atomic level, transitions from excited
to ground atomic states are typically accompanied by the emission of photons.
Orbitally excited resonances (for example, Bs mesons) decay to states with lower
orbital momentum and γ-quantum. Similarly, excited D-mesons de-excite to
D-mesons with the emission of pions. Observation of two octets of mesons -
scalar and vector ones - with the same quark composition but different isospin
configuration indicates the bounding of structural quarks inside them. In a like
way, observation of leptons and their excited states can be a manifestation of the
composite nature of both.

If excited states of tau-leptons exist, they can be observed in their transitions
to Standard Model particles. The search is based on the ATLAS Run 2 data set.
The following sections describe the search for excited tau-leptons, the analysis
strategy, and sensitivity to excited tau-leptons (or, abbreviated, ETL).

10.1.2 Theory of excited tau-leptons
The benchmark model for this search is described in the paper by U. Baur,
M. Spira, and P.M. Zerwas [158]. Within the model, leptons are composite par-

1They are often referred to as preons following the model and the terminology suggested in
the paper [149].

2The recent results on ατ measurement from the CMS Collaboration [151] differ from the
findings by the ATLAS, but these results are defined with larger uncertainty for the moment.
A future measurement from both experiments with an extended data set could clear it up.
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ticles and can exist in standard and excited states. The former is the ordinary
Standard Model lepton, and the latter is the hypothetical excited lepton.

Similarly to SM leptons, excited leptons are fermions. The spin and isospin of
the excited fermions are set to 1/2 [159]. The hypothetical left- and right-handed
excited leptons form SU(2) isospin homodoublets:3(︄
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Excited leptons carry a unit lepton number, a negative unit weak hypercharge

and a unit electric charge.
The model suggests that there is a contact interaction between leptons and

quarks. The Feynman diagram of contact interaction with a four-fermion vertex is
drawn in Figure 10.1a. Due to the contact interaction, excited tau-leptons directly
could couple to SM quarks and leptons and can be produced in pp collisions at
the LHC.

Λ

q l+

q̄ l∗−

(a)

Λ

q τ+

q̄ Λτ ∗−

qq̄

τ−

Λτ ∗−

(b)

Figure 10.1: (a) Schematic Feynman diagram for scattering at a 4-vertex with
the production of single excited lepton. (b) Feynman diagram for single excited
tau-lepton production and decay through the four-fermion contact interaction.

The following effective Lagrangian describes contact interaction between four
fermions:

Lcontact = g2
∗

Λ2
1
2j

µjµ (10.1)

where g∗ is the strength of contact interaction, jµ is the contact-interaction current
is defined:

jµ = ηLf̄LγµfL + η′
Lf̄

∗
Lγµf

∗
L + η′′

Lf̄
∗
LγµfL + h.c+ (L → R) (10.2)

where ηL, η′
L and η′′

L are factors for currents of contact interaction between SM
fermions, excited and SM fermions, and excited fermions, respectively. ETL could
be produced in pairs or singly in association with an SM tau-lepton.

The considered contact interaction model introduces two free parameters: the
mass of excited lepton mτ∗ and the compositeness scale Λ. The mass defines the
kinematics of the final state. The compositeness scale scales the probability of

3Excited leptons can also be assigned to isosinglet. Its treatment generally repeats the
treatment of isodoublet and therefore is omitted from now on.
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ETL production and decay. The compositeness of excited leptons does not reveal
itself at the energies below the compositeness scale Λ.

Excited leptons can also participate in electroweak interactions. The gauge-
mediated interaction between excited fermions f ∗ and gauge bosons is described
by the effective Lagrangian:

Lgauge = f̄ ∗γµ
[︂
gs
λa

2 G
a
µ + g

τ

2Wµ + g
′ Y

2 Bµ

]︂
f ∗ (10.3)

where Ga
µ, Wµ, and Bµ stand for the gluon, SU(2), and U(1) field, respectively.

gs, g = e/ sin θW , and g
′ = e/ cos θW are strong, SU(2) electroweak, and U(1)

electroweak coupling constant, respectively.
The following effective Lagrangian characterizes the magnetic-transition in-

teraction between ordinary and excited leptons:

Ltrans = 1
2Λ ψ̄

∗
Rσ

µν
(︂
gf
τ

2Wµν + g′f ′Y

2 Bµν

)︂
ψL + h.c. (10.4)

In the formulae above, ψ denotes lepton spinor, g and g′ are SU(2) and U(1)
coupling scales, Wq

µν and Bµν are the SU(2) and U(1) field strengths.

10.1.3 The model: excited tau-lepton production and de-
cay

(a) (b)

Figure 10.2: The branching ratio of the excited tau-lepton production by contact
interaction as calculated by the Pythia 8 Monte Carlo generator upon signal
sample simulation (a). The branching ratios of excited lepton decay channels as
a function of the ratio of the excited lepton mass (noted in this plot specifically
as M∗

l ) and compositeness scale (Λ) for fixed values of the model parameters
f = f

′ = 1 as assumed [121].

In proton-proton collisions, excited tau-leptons are predominantly produced
by the contact interaction in quark-antiquark scattering. Their generation in vec-
tor boson fusion yields only a negligible fraction of excited tau-lepton production
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at the LHC [160]. This analysis focuses on the single ETL production since its
double production of excited leptons has a lower cross section. ETLs can de-
cay in electroweak and contact interactions. The former can occur in l∗ → lZ,
l∗ → lγ, l∗ → Wν processes, and the latter occurs in four-fermion interactions
such as l∗ → lqq̄. They preferably decay to an ordinary tau-lepton and a pair of
quarks if mτ∗/Λ > 0.3 as noted in [161] and shown in Figure 10.2. Therefore, this
search focuses on the contact interaction single production and decay of excited
tau-leptons. The diagram of this process is illustrated in Figure 10.1b. This
search’s final state of interest includes two hadronically decaying tau-leptons and
two jets.

In this search, contact-interaction currents between left-handed particles are
considered (i.e. the η factors introduced in Eq. (10.2) are assumed to be equal to
one).4 The constant of the contact interaction strength g∗ is taken equal to 4π
for normalization purposes. The coupling strength parameters (g∗, ηL, η′

L, η′
L)

are conservatively assumed to be unit.
To consider only contact-interaction mediated generation and decay of ETLs,

ETL decays in other interactions are ommitted.5

Figure 10.3: The expected cross section of the process as a function on the com-
positeness scale of the contact interaction Λ. The production cross sections for
excited tau-leptons with masses of 100 GeV and 200 GeV are shown.

4For simplicity, right-handed currents are neglected as they interact in the same manner.
5Dynamics of contact interaction and kinematic properties of the final state do not depend on

whether gauge-mediated interaction included in simulation or not. This is shown in Appendix G.
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Figure 10.4: The excited tau-lepton production cross section as a function of the
ETL mass.

As mentioned above, the produced excited leptons’ mass fundamentally de-
fines the final-state kinematics. The production cross section is proportional to
1/Λ4, and the shape of kinematic distribution follows mτ∗. Figure 10.4 illustrates
the expected cross section of excited tau-lepton production in quark-antiquark
scattering. Figure 10.3 shows the dependence of the cross section of ETL produc-
tion in contact interaction on the compositeness scale Λ of contact interaction.

10.1.4 Overview of existing results on excited leptons and
contact interaction

High-energy physics experiments have been searching for excited leptons for the
last decades. The Large Electron-Positron Collider (ALEPH [162], DELPHI [163],
L3 [164], OPAL [165]), HERA (H1 [166] and ZEUS [167]), Tevatron (CDF [168]
and D0 [169]), and LHC [170, 171, 172, 173, 174, 175, 176, 177, 178, 179, 180,
181, 182, 183, 184, 185, 186, 187, 188, 189, 190, 191, 191, 192, 192, 193, 194] set
limits on the excited lepton and contact interaction parameters.

The LHC experiments set the most stringent limits on the excited lepton
masses. Figure 10.5 depicts the values. The excited electron and muon of masses
below 5.6 and 5.7 TeV, respectively, were the most stringently, for the time being,
excluded by the CMS collaboration when the compositeness scale is assumed to be
equal to the excited tau-lepton mass [121]. In this search, the CMS Collaboration
excludes the existence of For the case of Λ = 10 TeV, the upper excited electron
(muon) of mass below 3 (3.5) TeV [121]. The only to date cited lower limit on
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the excited tau-lepton mass of 2.5 TeV is obtained in the mτ∗ = Λ scenario by
the ATLAS collaboration in the model-independent search in multi-lepton final
states [195].

The most up-to-date limits on the compositeness scale Λllqq are established
in searches in high-mass di-lepton final states [196, 197]. Similarly, the LHC
measurements of dijet final states [198, 199] set limits on the Λqqqq interaction
scale. Figure 10.6 presents the ATLAS and CMS results, where the upper limits
for Λ are higher than 9 TeV.

10.2 Goals
The presented search aims to discover excited tau-leptons in the Run 2 ATLAS
data. In the case of no BSM signature, upper limits on the excited tau-lepton
properties are to be determined.

The analysed data set includes 139 fb−1 of data collected by the ATLAS de-
tector in pp collisions at the Large Hadron Collider during Run 2.6 Signatures
of excited tau-leptons are searched in the final states with two hadronically de-
caying tau-leptons and at least two jets. The expected signal significance is to
be calculated. For the case of no excess of events, 95% confidence level limits on
excited tau-lepton production cross section and excited tau-lepton mass will need
to be set.

The next sections demonstrate the steps made, from the model implemen-
tation for the Monte Carlo generation of the excited tau-lepton signal to the
estimation of the expected discovery significance and expected lower limits on
the excited tau-lepton mass.

10.3 Signal and background modelling

10.3.1 Generation of excited tau-lepton signal
The production and decay of hypothesised excited tau-leptons were simulated in
proton-proton collisions at 13 TeV centre-of-mass energy. The excited tau-lepton
samples are generated with the Pythia 8 (version 8.243) Monte Carlo generator.
The generation used the NNPDF2.3LO set of parton distribution functions (PDFs)
and the A14 tune for modelling underlying events. An excited tau-lepton is
produced in quark-antiquark scattering through contact interaction. An ordinary
(SM) tau-lepton is produced as well. The excited tau-lepton further decays to a
tau-lepton and a quark-antiquark pair via the contact interaction. In this way,
this search purely focuses on contact interaction. All flavours of quarks in the
final state are considered.7 The coupling strength parameters (g∗, ηL, η′

L, η′
L) are

set to a unit, and the contact interaction strength parameter g∗ is set to 4π as
discussed above (Section 10.1.2).

6On several plots shown in this chapter, an attentive reader can notice a different label
“138.2 fb−1”. These results were obtained based on a slightly smaller data set before a part of
the data from 2017 had been reprocessed.

7Decay τ∗ → τtt̄ is kinematically allowed for excited tau heavier than ∼ 360 GeV.
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Figure 10.5: 95% confidence level lower limits on the mass of excited leptons set
by the LHC experiments [200].

Figure 10.6: Observed (solid lines) and expected (dashed lines) 95% confidence
level lower limits on the contact interaction scale Λ obtained by the LHC exper-
iments (ATLAS [199] and CMS [198]) [200].

This search is performed with the compositeness scale Λ fixed at 10 TeV. This
choice is mainly motivated by the existing limits on the compositeness scale Λ
(Figure 10.6). The unitarity condition allows searching for ETL of any mass up
to 10 TeV [201].8

8It is worth mentioning that rescaling to another Λ value is rather trivial given the fact that
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The MC signal samples were generated for excited tau-leptons of a mass be-
tween 200 GeV and 10 TeV.9 This allows for determining limits on the ETL mass
and its production cross section. The scan over ETL mass between 1 TeV and
10 TeV is performed with a step of 250 GeV. For the mass points below 1 TeV,
the search is performed in a finer grid with a step of 100 GeV.

Complete information on the simulation of ETL production in pp collisions
is contained in the generated EVNT data set. In the ATLAS workflow, the MC
production is made with the AthGeneration.

Modelling of excited tau-leptons was validated by studying kinematic prop-
erties of the final state at the generator level.10 The obtained “truth” record
includes information on hard-scatter production and consequent particles decays.
The generator (“truth”) level studies provide a good tool to quickly evaluate MC
generation outcomes.11 Figure 10.7 shows the generator-level kinematic distribu-
tions for the ττjj final state.

The excited tau-lepton samples were then produced centrally by the ATLAS
Particle Modelling Group with the Athena production framework.12. The hard
scattering is generated by the Pythia 8. The produced HepMC record was then
passed to EvtGen [202], which simulates spins and polarisation of heavy-flavour
particles, particularly decays of B- and D-mesons. Table 10.1 lists the generated
excited tau-lepton samples. The pile-up reweighting configuration with the ⟨µ⟩
distributions was derived for each MC signal sample. The simulation of the
detector response was made with the Geant 4 toolkit. The particle propagation
at the ATLAS calorimeter was modelled with the ATLAS Fast Simulation II
(FastSim2, or AFII).

The generation of ETL samples was split into three campaigns: mc16a, mc16d,
and mc16e. These campaigns correspond to ATLAS Run 2 data-taking periods:
2015+2016, 2017, and 2018. The number of generated events for a generation
was adopted from the search for excited electron and muon ATLAS [160] and
doubled due to multiple decay modes of τhadτhad. A proportion between the in-
tegrated luminosity collected in mc16a:mc16:d:mc16e periods was kept. In total,
100 k:140 k:180 k (30 k:40 k:50 k) events were generated for ETL with mass below
(above) 1 TeV.

Further, the simulated signal samples undergo digitisation and reconstruction
as outlined in Section 7.1.

10.3.2 Modelling of Standard Model background
Several Standard Model processes can produce the di-tau and dijet final state.
The SM contribution has to be estimated thoroughly for effective signal discrim-
ination from the SM contributions.
it changes only the cross section but not the kinematic properties of the final state. This is
demonstrated in Appendix H.

9The 100 GeV mass point was initially included in this analysis. However, it was eventually
decided to explore masses from 200 GeV as will be pointed out later.

10For that, the EVNT containers were converted to “truth”-level data: DAOD_TRUTH1 or
DAOD_TRUTH3 depending on the required level of details.

11As said in Section 4, the generator-level (“truth”-level) information is also very useful to
study resolution and reconstruction effects.

12MC generation was performed with AthGeneration release 21.6.42.
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(a) (b)

(c) (d)

(e) (f)

Figure 10.7: The kinematic distributions for the di-tau plus dijet final state in
a process of production and decay of excited tau-lepton of 2 TeV mass at the
compositeness scale Λ = 10 TeV: leading jet pT (a), subleading jet pT (b), lead-
ing tau-lepton pT (c), subleading tau-lepton pT (d), the invariant mass of the
produced ETL (e), the ST (scalar sum of pT of two final-state tau-leptons and
two leading in pT jets) (f).

An irreducible background is represented by processes leading to ττjj final
states with real τhad and jets. The following sources of the irreducible background
are considered: di-tau production in Drell Yan process Z → ττ and top-quark pair
production in di-lepton decay mode (the decay chain tt̄ → WbWb → τντbτντb).
Irreducible background rises from the top-quark production associated with W
boson tW (the decay chainWt → WWb → τνττντb) and in the case of leptonic W
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DSID τ∗ mass Λ Ngen
evt

800603 100 GeV 10 TeV 420k
800604 200 GeV 10 TeV 420k
800605 300 GeV 10 TeV 420k
800606 400 GeV 10 TeV 420k
800607 500 GeV 10 TeV 420k
800608 600 GeV 10 TeV 420k
800609 700 GeV 10 TeV 420k
800610 800 GeV 10 TeV 420k
800611 900 GeV 10 TeV 420k
800612 1 TeV 10 TeV 420k
800613 1.25 TeV 10 TeV 120k
800614 1.5 TeV 10 TeV 120k
800615 1.75 TeV 10 TeV 120k
800616 2 TeV 10 TeV 120k
800617 2.25 TeV 10 TeV 120k
800618 2.5 TeV 10 TeV 120k
800619 2.75 TeV 10 TeV 120k
800620 3 TeV 10 TeV 120k
800621 3.25 TeV 10 TeV 120k
800622 3.5 TeV 10 TeV 120k
800623 3.75 TeV 10 TeV 120k
800624 4 TeV 10 TeV 120k
800625 4.25 TeV 10 TeV 120k

DSID τ∗ mass Λ Ngen
evt

800626 4.5 TeV 10 TeV 120k
800627 4.75 TeV 10 TeV 120k
800628 5 TeV 10 TeV 120k
800629 5.25 TeV 10 TeV 120k
800630 5.5 TeV 10 TeV 120k
800631 5.25 TeV 10 TeV 120k
800632 5.5 TeV 10 TeV 120k
800633 5.75 TeV 10 TeV 120k
800634 6 TeV 10 TeV 120k
800635 6.25 TeV 10 TeV 120k
800636 6.5 TeV 10 TeV 120k
800637 6.75 TeV 10 TeV 120k
800638 7 TeV 10 TeV 120k
800639 7.25 TeV 10 TeV 120k
800640 8 TeV 10 TeV 120k
800641 8.25 TeV 10 TeV 120k
800642 8.5 TeV 10 TeV 120k
800643 8.75 TeV 10 TeV 120k
800644 9 TeV 10 TeV 120k
800645 9.25 TeV 10 TeV 120k
800646 9.5 TeV 10 TeV 120k
800647 9.75 TeV 10 TeV 120k
800648 10 TeV 10 TeV 120k

Table 10.1: The list of data set identification (DSID) numbers for the Monte Carlo
simulation of excited tau-lepton production and decay in contact interaction.

boson decay. Another contributor is the electroweak production of di-boson with
their decay to final states with two leptons and two jets. The listed background
processes are simulated with Monte Carlo.

A reducible background is represented with events where QCD jets or light
leptons (electrons, muons) mimic one or two tau-leptons. A leading contributor to
the reducible background is multi-jet and W+jets events. Among other contribu-
tors, there is Z boson production in di-lepton decay mode Z → ll, semi-hadronic
and fully hadronic tt̄ decays, hadronic W boson decays in Wt production, and,
less frequently, single top quark production in s- and t-channel. Background,
where one or two hadronically decaying tau-lepton is mimicked by jet (j → τhad),
is estimated with a data-driven Fake Factor method, which was introduced in
Section 6.1. Events where τhad faked by light leptons (l → τhad) make up a
small fraction of the reducible background. These processes are modelled by MC.
Multi-top and Higgs boson production are neglected in this analysis due to their
small cross section.

Monte Carlo modelling of the background processes is discussed earlier in
Section 9.1.1 and detailed in AppendixB.

93



10.3.3 Data preparation and analysis
This analysis exploits a unified format for AOD derivations – the DAOD_PHYS
format. The derivation of DAOD_PHYS for data, ETL and background samples
was undertaken by the responsible liaisons in the ATLAS Exotics group.

The final set of NTuples was prepared with Prague’s Athena-based framework
(aka AAC) [108]. The pre-fit studies were performed with Prague’s framework
(aka RAC) [203] based on the ROOT software [204]. The AAC and RAC software
were purposefully set up for the needs of the ETL search. A majority of presented
plots are made with plotting software [205].

10.4 The strategy of the search for excited tau-
leptons

As discussed above, signatures of the excited tau-lepton production are searched
in events with two ordinary (Standard Model) tau-leptons and two jets. A pair
of jets and tau-leptons are occasionally referred to as the final-state quadruplet
in this text. The events undergo selection to reduce the contribution of Standard
Model background processes and, in this way, to increase the analysis sensitivity
to the excited tau-lepton signal. The event selection is cut-based: final-state
events are selected by applying criteria on several observables. The selection is
applied to transverse momenta of leading and subleading tau-leptons and jets, the
multiplicity of jets and tau-leptons. Further requirements for the di-tau system
provide an optimized separation of the excited tau-lepton signal from the SM
background.

The signal region was defined as the phase space where the production of
the excited tau-leptons is preferable. The contribution from Drell-Yan events
(Z → ττ , Z → ll) is reduced with Z boson mass veto. Background processes
are further suppressed by the requirement on the LT variable, which is the scalar
sum of transverse momenta of leading and subleading tau-leptons.

The most important observable in this search is the scalar sum of transverse
momenta of each object making the final-state quadruplet: ST = pτ0

T + pτ1
T +

pj0
T + pj1

T . The ST discriminant was found to be most sensitive to the presence of
ETL. It also allows for discrimination between signals from excited tau-leptons
of different masses.

The leading sources of the Standard Model background are the Z → ττ ,
Top (pair tt̄ and single top-quark) production, and Fakes, i.e. events with one
or both τhad fakes.13 The Z → ττ and Top contribution is estimated with the
Monte Carlo modelling. The corresponding control regions – Z → ττ CR and
Top ones – are introduced in the fit (as it will be described in Section 10.11.1).
This helps to constrain and normalise MC prediction with real data. The Fake
background is estimated with the data-driven Fake Factor method. This fake
background prediction is validated in the phase space maximally close to the
signal region.14 Modelling of other SM background processes is based on the MC,

13The combined contribution from the top-quark pair production tt̄ and single top-quark
production (Wt, s- and t-channels) are combined in the presented analysis.

14The Fakes are validated in the same-sign control region, i.e. in the region analogous to the
SR beside the inverted requirement on the same sign of electric charge for both tau-leptons.
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and their contribution is normalised to the theory-predicted cross section.
The statistical analysis is based on the collection of fit variable ST histogram

inputs. The fit employs a single parameter of interest: the ETL signal strength.
The signal region and the Z → ττ control region are built with τhadτhad signa-
tures, while the top-quark background CR is defined in the eµ final state. The Z
and Top control regions are used to obtain freely floating NFZ and NFTop nor-
malisation parameters. The fit includes nuisance parameters standing for per-bin
statistical uncertainty (γ parameters) and the uncertainty on luminosity.

The expected cross section of the excited tau-lepton production is estimated
with the CLs method. The expected significance of the excited tau-lepton signal
is defined.

The reported results are based on the fit of the model to the Asimov data
set. In the Asimov data, real data are replaced by the predicted SM background
(and model-predicted BSM signal if relevant). Another result is obtained in the
simultaneous fit to the Asimov data in the SR and to real data in Z → ττ CR
and Top CR. The Z → ττ (tt̄ and Wt) SM prediction is fitted to real data in the
Z → ττ (Top) control region, respectively. This allows analysers to obtain the
nuisance parameters: normalisation factors (NFZ and NFTop) and γ parameters
for the Drell Yan and Top backgrounds. In this way, the Z → ττ and Top
SM contributions are constrained by data in the SR. Finally, fit in the SR is
made to the defined Asimov data set (the Monte Carlo signal prediction and MC
background estimation, with Top and Z → ττ , constrained and normalised in
the respective CRs).

10.5 Event selection
There are general requirements applied in physics analysis regardless of its specific
subject (Section 7.2). Each ATLAS subsystem should operate smoothly. The
recorded data must be of high quality and include physical signatures (at least
one primary vertex in the event). Table 7.1 lists these criteria.

Further, events must be accepted by the ATLAS unprescaled di-tau trigger,
and the final reconstructed tau-object should match the related trigger-level ob-
jects. The choice of the trigger requirements follows the composition of the final
state: two τhad and at least two jets. Appendix A gives the specification of the
used triggers.

Object selections before the overlap removal are listed in Table 10.2. The
variables were described earlier in Section 5.15 The overlap removal proceeds
in the standard setup (as illustrated in Section 5.6 earlier). These steps are
implemented in the AAC framework during the NTuple production.

Once the event is fully reconstructed and the overlaps are removed, require-
ments on the jet and τhad multiplicity are imposed. Each event needs to include
exactly two τhad and at least two jets. Jet cleaning is performed on an event-by-
event basis. The absence of reconstructed electrons and muons is required.

Further selections (Table 10.3) are designed to enhance the presence of the
excited tau-lepton signal. Several cuts are introduced to reduce the SM back-

15Perhaps, it is worth repeating here explicitly that the requirement on the vertex variables
z0 and d0 reject events where light leptons originate from leptonic tau-lepton decay.
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jet τ e µ
pT [GeV] 20 20 15 7

polar angle |y| < 4.5
|η| ∈ (0, 1.37) |ηBE2| ∈ (0, 1.37)

|η| < 2.5⋃︁ ⋃︁
|η| ∈ (1.52, 2.5) |ηBE2| ∈ (1.52, 2.47)

ID - RNN > 0.01 LHLoose HighPt
Ntrk - 1 or 3 - -
|q| - 1 - -
σd0 - - < 5 < 5

|z0 sin θ| - - < 0.5 < 0.5
isolation - - PLVTight PLVTight

Table 10.2: The requirements on reconstructed jets, visible signatures of hadron-
ically decaying tau-leptons, electrons, and muons in the search for excited tau-
leptons.

ground.

10.5.1 Selection of tau-leptons
Both final state hadronically decaying tau-leptons are required to be geometrically
matched to τhad candidates as defined by the di-tau trigger (see Appendix A for
details).

For tau-leptons, the minimal offline pT should be 5 GeV above the trigger
threshold: 40 GeV and 30 GeV for leading and subleading tau-lepton, respectively.

The jet rejection BDT (estimated with a boosted decision tree technique)
score should correspond to Medium and Loose working points (WPs), respectively.

The Medium ID WP for leading tau-lepton is a compromise between signal
efficiency and fake background rejection. This choice provides a substantial back-
ground rejection by a factor of ∼ 10 − 90 and provides ∼ 75% (∼ 60%) efficiency
in real 1-prong (3-prong) τhad identification [94].16 The Loose WP provides 85%
(75%) efficiency in the identification of 1-prong (3-prong) tau-leptons. The choice
of the ID WP for subleading tau-lepton is described in the following paragraph.

Two tau-leptons candidates should be of an opposite charge as is expected in
events with excited tau-lepton production.

In Monte Carlo simulation, the reconstructed τhad needs to be geometrically
matched to generator-level τhad, e, or µ.17 Matching within the cone of ∆R < 0.4
size is required. This allows for the inclusion of events with real tau-leptons and
for estimation of the l → τ fakes modelled with MC. To remind the reader, the
j → τ fakes are estimated with the fake factor method.

16In general, 3-prong fakes are rejected more efficiently: background rejection is about 4-5
times higher in comparison to the identification of 1-prong τhad. The RNN-based techniques
significantly outperform BDT-based ones from the point of view of the rejection of misidentified
τhad in dijet events (see more in [94]).

17The “truth” (generator-level) tau-leptons, electrons, and muons are stored in the corre-
sponding TRUTH containers: TruthTaus, AntiKt4TruthDressedWZJets, TruthElectrons, Truth-
Muons.
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selection requirement
Nτ 2
Nj ≥ 2

Nb−jet -
Ne 0
Nµ 0

RNN ID τ0 Medium
RNN ID τ1 Loose
pτ0

T [GeV] > 40
pj1

T [GeV] > 30
pj0

T [GeV] > 70
pj1

T [GeV] > 60
|ηj0| < 2.4
|ηj1| < 2.4

qτ0 × qτ1 -1
∆R(τ0, τ1) > 0.8

xcoll
0 > 0.1
xcoll

1 > 0.05
τhad truth matching yes

Table 10.3: The definition of the signal region and Z → ττ control region in the
search for excited tau-leptons.

Identification working point for subleading tau-lepton. In the ATLAS
analyses performed with the Athena r. 21, several working points for tau-lepton
identification are defined based on the RNN ID score. The supported WPs are
quantified with the ID scores estimated with BDT or RNN as mentioned in Sec-
tion 5.5.

In this analysis, two options for the identification working point for subleading
tau-lepton were studied Loose ID WP and Medium ID WP. The Loose ID provides
higher identification efficiency for real τhad. On the other hand, the Medium ID
was designed to provide higher rejection of non-τhad background.18 Studies of
the ST spectra and signal and background yields were done to choose an optimal
WP for the subleading tau ID. Figure 10.8 demonstrates how switching from
Loose to Medium subleading tau-lepton ID WP affects the signal and background
contributions.

Figure 10.8a depicts ST spectra for the total Standard Model background
obtained with two considered τ ID WPs. Tightening the selection from Loose
to Medium ID decreases background contribution by ∼20% on average. The Fake
background was found to be the most sensitive to the choice of the WP: its
contribution is suppressed by about 60% if the Medium ID is applied instead of
the Loose one (Figure 10.8b).

The tau-lepton ID WP also impacts the signal selection. Figure 10.8c shows
the effect on the 1 TeV excited tau-lepton signal. The signal yield decreases by
∼10% throughout the phase space. Hence, the tighter selection diminishes both

18A yet more stringent, Tight, tau ID WP was not considered as it provides lower identifi-
cation efficiency of 60% (45%) for 1-prong (3-prong) tau-leptons [206].

97



the background and the signal yields.
After all, the (S+B)/B ratio can quantify sensitivity to the signal. As shown

in Figure 10.8d, tightening the criterion to Medium does not bring significant
benefit in terms of (S + B)/B. The compared WP options show compatible
signal sensitivity. Given the higher τhad acceptance, the selection.

(a) (b)

(c) (d)

Figure 10.8: The comparison of the ST distributions obtained with the Loose
and Medium tau-lepton ID working points: the total SM background (a), fake
background (b), excited tau-lepton of 1 TeV mass (c) and the (S + B)/B ratio
for mτ∗ = 1 TeV excited tau-lepton signal (d).

10.5.2 Selection of jets
The leading in pT jet is required to have pT > 70 GeV. The pT requirement har-
monised the selection procedure between 2015 and 2016-18 data-taking conditions
when the di-tau and di-tau+jet triggers were employed, respectively. Subleading
jet needs to pass the requirement pT > 60 GeV. This selection removes a sig-
nificant portion of pile-up-induced jets, especially in the forward regions of the

98



ATLAS detector. Two leading jets are required to lay in the rapidity range of
|y| < 2.4 which corresponds to the Inner Detector coverage.

10.5.3 Selection on di-tau opening
Reconstructed tau-leptons are matched to the trigger-level objects as specified
in Appendix A. The di-tau trigger accepts events with the requirement of the
angular opening between two tau-leptons: ∆Rττ > 0.8.19 Following this trigger-
level requirement, the analysis introduces the ∆Rττ > 0.8 selection.

The impact of the ∆Rττ > 0.8 criteria on the signal yields was studied (Fig-
ure 10.9). The selection influence the low-mass excited tau-lepton yields within
5% as shown for ETL of 200 GeV and 700 GeV in Figure 10.9a and 10.9b, respec-
tively. The contribution from boosted di-tau increases with higher mass excited
tau. However, the selection of the di-tau opening angle leads to a moderate ETL
signal loss within ∼ 5% for masses of 1 TeV and 2.5 TeV (Figure 10.9c and 10.9d,
respectively).

10.5.4 Selection on collinear fractions
Section 8.2.4) described the collinear approximation for the di-tau mass recon-
struction. In this search, collinear di-tau mass mcoll

ττ is used to define background-
and signal-enriched phase space. In particular, it provides a way to distinguish
the phase space highly populated by Z boson production.

Figure 10.10 shows the distributions for collinear fractions in so far selected
events. In the xcoll

0 and xcoll
1 range between 0.4 and 1.2 signal dominated back-

ground contribution (normalized plots shown in Appendix I). To increase sen-
sitivity to the excited tau-lepton signal and provide a robust estimation of the
di-tau mass, events with xcoll

0 > 0.1 and xcoll
1 > 0.05 are selected.

For low-mass excited tau-leptons (300 GeV and below), the selection results
in a signal yield drop by about 10% (Figure 10.11a). However, ∼95% of the
signal in sensitive region (ST > 500 GeV) pass this selection for the tested mass
of 700 GeV and 1000 GeV (Figures 10.11b, 10.11c).

Moreover, this selection is helpful for background suppression, as seen in Fig-
ure 10.12b. Specifically, this selection vetoes a fraction of background events with
no real transverse mass where, for example, light leptons mimic τhad while mis-
calibration of jets results in sizeable MET. Thus, the xcoll

0 > 0.1 and xcoll
1 > 0.05

selections notably prevent the high-ST spectra from population by Z → ll events
(Figure 10.12a).

10.6 Signal region and control region design
Event selection with a set of variables separates a given process from others.
In searches, a signal region is designed in such a way that it is predominantly
populated with signal events. The SR is the space where an actual search is
performed. In the presented search, the SR cut flow defines a subset of events

19In general, reconstruction of highly boosted di-tau requires more elaborated methodol-
ogy [207] which is out of scope of this thesis.
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(a) (b)

(c) (d)

Figure 10.9: The impact of selection of the di-tau opening ∆Rττ > 0.8 on the ST

distribution for excited tau-lepton signal of 200 GeV (a), 700 GeV (b), 1 TeV (c),
and 2.5 TeV (d).

enriched with excited tau-lepton production. The final selection includes cuts on
the di-tau collinear mass and the LT, which is a scalar sum of both tau-lepton
pT.

To ensure that the Standard Model background is well understood, one needs
to determine the phase space enriched with a particular background process. Typ-
ically several SM processes contribute to the SR, and their prediction is estimated
and validated in corresponding control and validation regions.

In this search, the respective signal and control regions have a cut-based def-
inition with the observables characterising the τhadτhadjj system. As seen from
the composition of the processes falling into the SR, the main SM background
sources are Z → ττ processes, top-quark production, and events with fake τhad.

The selection on the di-tau collinear mass mcoll
ττ separates the SR and the

Z → ττ CR. The following section discusses this choice. The constrained by
data Z → ττ prediction is then employed in the final scan for the excited tau-
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(a) (b)

Figure 10.10: The distribution for collinear fractions for leading and subleading
tau-leptons x0 (a) and x1 (b) in background and signal events. The result is
obtained with interim NTuples.

(a) (b) (c)

Figure 10.11: The comparison of ST spectra in excited tau-lepton events before
and after selection on the collinear fractions are applied. The ETL of mass
200 GeV (a), 700 GeV (b), and 1 TeV (c) is demonstrated.

leptons in the SR.
In this search, the contributions from tt̄ and single-top production are con-

strained with real data in the Top CR. The Top CR is defined in a statistically
independent final state with light leptons. Fully leptonic decay mode – eµ – is
used to constrain and normalise the top-quark contribution.

The j → τhad fake contribution was estimated with the data-driven Fake
Factor method. The Fake Factors were measured in the phase space orthogonal to
the SR. The fake-enriched phase space was populated with same-sign (qτ × qτ =
1) events failing to pass at least one from definitive SR criteria on the di-tau
observable (mcoll

ττ > 110 GeV, LT > 140 GeV).
The division of the τhadτhad phase space into the SR and Z → ττ CR is

outlined in Figure 10.13.
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(a) (b)

Figure 10.12: The comparison of ST spectra in Z → ll (a) and all SM background
(b) events before and after the selections on the collinear fractions are applied.
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Figure 10.13: The orthogonality of the SR and the Z → ττ CR selection on mcoll
ττ

and LT.

10.6.1 Selection on di-tau collinear mass
Di-tau collinear mass is a good candidate for distinguishing regions with ETL
signal prevalence and Z → ττ background contributor. Figure 10.14 shows the
di-tau collinear mass distribution in preselected SM and ETL events before and
after the mcoll

ττ selection is applied.
An alternative definition with visible di-tau mass 50 GeV < mvis

ττ < 100 GeV
was considered. However, the visible mvis

ττ mass has a lower resolution (as seen in
Figure 10.15) and, consequently, lower power of process-to-process separation.

The Z boson mass reconstruction resolution is about 20 GeV. The range of
di-tau collinear mass between 70 and 110 GeV is enriched in Drell Yan process.
The Z → ττ contribution achieves ∼ 90% from the total predicted background
in this region (Figure 10.14b). Therefore, the phase space where mvis

ττ falls in
the (70 GeV, 110 GeV) range is used as the Z → ττ control region. To exclude
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(a) (b)

Figure 10.14: The distribution of collinear mass (a) in preselected SM and ETL
events (a). The spectrum and the yield of Z → ττ process in relation to the total
SM background (b).

(a) (b)

Figure 10.15: The distribution of collinear (a) and visible (b) mass in preselected
events. The result obtained with interim NTuples is shown.

this large fraction of the Drell Yan background, the orthogonal selection mcoll
ττ >

110 GeV defines the signal region.

10.6.2 Variable for fit
The choice of the variable for the final fit is usually made to maximise sensitivity
to a BSM signal in searches for New Physics. It is important that the data
are distributed in the observable, reasonably separating BSM signatures and the
expected SM background. In the search for excited tau-leptons, this optimal
observable ought to provide good discrimination between ETL signals driven by
different hypothesized masses. The fit variable was chosen with the ROC curve
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method. The ROC curve method gives a cross-section independent measure of
discriminating power which is not relying on any assumption on the BSM particle
production cross section.20

The list of the checked observables includes effective di-tau mass, transverse
masses of di-tau and di-tau+MET systems, and invariant mass of the whole
quadruplet (two tau-leptons and two jets). The scalar sums: of the leading and
subleading jets transverse momenta HT = pj0

T +pj0
T , of the leading and subleading

tau-leptons transverse momenta LT = pτ0
T + pτ1

T , and the leading and subleading
jets and tau-leptons transverse momenta ST = pj0

T + pj1
T + pτ0

T + pτ1
T were probed

as well.
Figure 10.16 demonstrates the performance of tested discriminators. The ST,

mtotal
T , meff values variables demonstrated good potential in separation the low-

mass (200 GeV) ETL signal from the SM background. Further, the ST variable
outperformed others in classification of the excited tau-lepton signal of different
masses (Figures 10.16c, 10.16d, 10.16f). A comparison of the extensive sets of
the tested variables is given in Appendix J (Figures J.1-J.2). Therefore, data for
statistical analysis are binned in the ST variable.

10.6.3 Selection on LT, a scalar sum of tau-leptons pT

One can further reduce the SM background in the SR by applying another event
selection. Applicability of selections on several energetic and angular variables,
as well as multi-body invariant masses, were studied (Figure 10.17).

The selection on the LT variable, a scalar sum of the transverse momenta of
leading and subleading tau-leptons, was found to suppress the SM contribution
while preserving the ETL events. In this sense, the selection on LT increases
sensitivity for excited tau-lepton signal. Figure 10.17d shows the LT spectrum
for the SM background and signal. The region LT < 160 GeV is populated by
background processes (Z → ll and j → τ fakes in particular).

The choice of a specific cut on LT in the range {50,160} GeV was based on
a comparison of the ROC curves in scan over the final binning variable ST: for
signal-to-background and signal-to-signal classification. The performance was es-
timated with several figures of merit: the AUC and the integral signal significance
defined by Eq. (7.2). There is also cited the level of the background rejection at
the point where the 95% of the signal is accepted. Figure 10.18 shows the perfor-
mance of the selections on LT. For comparison, performance with the selections
on alternative variables (effective mass defined with Eq. (8.2) and total transverse
mass defined with Eq. (8.4)) are given in Figures K.1 and K.2 in Appendix K.
The criteria on LT outperform the other testes options.

All the tested choices of the LT cut were found equally effective in signal-
from-signal separation as illustrated in Figures 10.20a and 10.20b. Therefore, the
definition is based on the power of background rejection. It is worth mentioning
that signal-to-signal discrimination is also robust when criteria on meff or mtotal

T
are applied (see Figure K.2 in Appendix K. This emphasizes that the LT (meff ,
or mtotal

T ) selection enhances the signal from excited tau-lepton regardless of its
20Such a model-independent approach is especially relevant for this search as the results can

be interpreted in terms of other BSM models (like leptoquarks) and/or can be interpreted to
other compositeness scale values.
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(a) (b)

(c) (d)

(e) (f)

Figure 10.16: The ROC curves showing acceptance of excited tau-lepton m =
200 GeV signal versus rejection of SM background (a), ETL m = 700 GeV (b),
ETL m = 1 TeV (c), and ETL m = 2.5 TeV (d). The ETL mτ∗ = 1 TeV signal
separation from the total SM background prediction (d). The ROC curve for
separation between two excited tau-leptons signals with different hypothesised
ETL masses, 1 TeV and 2.5 TeV (e).

actual mass. Consequently, this approach can be applied in the search for ETL
in a wide mass range.

While the background rejection is the most effective for the tightest cut, signal
significance decreases with a more stringent selection. As a trade-off between
keeping signal events and removing background ones, the range of the search for
the eventual cut was narrowed down to 110 GeV < LT < 150 GeV.
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(a) (b)

(c) (d)

Figure 10.17: The m(leadτ)jj (a), mtotal
T (b), ∆pT (leadτ)jj, (subleadτ)jj) (c), and

LT (d) distributions in SM background and excited -tau-lepton processes.

Furthermore, the separation between individual SM contributors and the ETL
signal was studied. Figures 10.19 show the values of AUC, the integral ETL signal
significance Z, and the level of Z → ll, Z → ττ , and Fakes. The LT selection
around 140 GeV results in a higher signal significance estimate, which makes it
a candidate for the final LT criteria. This selection reduces Z → ll background
while keeping the low-mass signal (Figure 10.19a). It also provides a good balance
between preserving higher-mass signal and reducing the background processes
contributing in the sensitive ST bin, such as Z → ττ , Fakes (Figure 10.19d,
10.19e, 10.19f).

Therefore, the final event selection for the SR and CRs includes the LT >
140 GeV requirement. Figure K.3 in Appendix K illustrates the ROC curves for
the fully defined SR. SM background rejection of 25% and signal acceptance of
95% is observed for the very low-mass ETL (200 GeV) as outlined in Figure K.3
(Appendix K). For heavier ETL, background rejection is more efficient. For in-
stance, as seen in the same Figure K.3 (Appendix K), 88% of SM events are
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rejected at the level of 95% ETL signal acceptance. The constructed event selec-
tion guarantees good signal-to-signal discrimination with the AUCs above 80%
(see Figure K.3 (Appendix K)).

(a) (b)

(c) (d)

(e) (f)

Figure 10.18: The discrimination between excited tau-lepton signal and the total
SM background obtained in the scan over the ST variable in preselected events
with additional criteria imposed on the LT variable. The values of the LT selection
are varied, and the corresponding ROC curves are depicted with different colours:
excited tau-lepton signal (mτ∗ = 200 GeV) and the SM background (a), ETL
m = 200 GeV and ETL m = 1 TeV (c), ETL m = 1 TeV and ETL m = 2.5 TeV
(e). Plots (b), (d) and (f) show the integral significance, AUC, and the level of
the acceptance of events X versus the rejection of events Y ). Scanning over the
ST spectrum is performed.
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(a) (b)

(c) (d)

(e) (f)

Figure 10.19: The discrimination between excited tau-lepton signal and individual
SM background processes obtained in the scan over the ST variable in preselected
events with additional criteria imposed on the LT variable. The values of the
LT selection are varied, and the corresponding ROC curves are depicted with
different colours: excited tau-lepton signal (mτ∗ = 200 GeV) and Z → ll (a),
ETL m = 700 GeV and Z → ll (b), ETL m = 700 GeV and Z → ττ (c), ETL
m = 1 TeV and Z → ll (d), ETL m = 1 TeV and Fakes (e), and ETL m = 2 TeV
and Fakes (f). Plots show the integral significance, the AUC, and the level of the
rejection of SM events at the 95% ETL signal acceptance.

10.7 Signal region
The selection described in the Sections above is intended to define an optimal
signal region. The eventual signal regions represent the phase space with the
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(a) (b)

Figure 10.20: The discrimination between excited tau-lepton signals of 200 GeV
and 1 TeV (a) as well as ETL signals of 1 TeV and 2.5 TeV (b) mass. The scan
over the ST variable is performed in preselected events with additional criteria
imposed on the LT variable.

enhanced presence of the excited tau-lepton signal.
The excited tau-lepton search employs a single signal region binned in the ST

variable. The signal region is defined by applying a series of cut-based selections
discussed above and summarized in Table 10.3.

The SR uses equidistant binning with the last bin, including events with
ST > 1 TeV. Such a binning scheme ensures that the SM estimate includes
enough predicted events in the ST > 1 TeV bin sensitive to the ETL signal. This
allows validating the Z → ττ , top-quark, and fake background contribution with
real data.

Figure 10.21 illustrates the distribution of the ST variable in the constructed
signal region.

(a) (b) (c)

Figure 10.21: The ST distribution in the signal region: in a linear scale (a), in a
logarithmic scale (b), and normalized to a unit (c).

10.7.1 Background contribution
Figure 10.22a and Table 10.22b show the composition of event yields in the ST >
1 TeV phase space which is the most sensitive for ETL signal. The ratio s/

√
b is
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used to quantify the level of sensitivity to the ETL signal (here, s and b denoted
the total background and signal event yields, respectively).

Table 10.4 shows a breakdown of the yields in the SR for three ETL mass
points and SM background prediction. The absolute ratios of the yields of signal
to background events are quoted.

The lowest mass point in this search is 200 GeV, as BSM effects are excluded in
the low-energy range by numerous studies in the high-energy physics community.
In addition, the ST range for the very low-mass ETL is largely populated by the
SM processes, which leave no room to define appropriate control and validation
regions for the SM background.

Fakes

18.8

Others

9.6tt̄

20.7

t
7.2

Zττ

43.6

(a)

SM Process Abs. yield Rel. yield
Zττ 32.5 43.6%
tt̄ 15.4 20.7%
Fakes 14 18.8%
V V 5.6 7.5%
single top 5.4 7.2%
Zll 1.4 1.9%
W + jets 0.16 0.2%
Total 74.4
BSM process Abs. yield s/

√
b

τ ∗ 400 GeV 65.2 7.6
τ ∗ 1 TeV 100.2 11.6
τ ∗ 2 GeV 32.1 3.73

(b)

Figure 10.22: The contributions of each SM background process related to the
total background yield in the signal region; the “Others” category combines W +
jets, Z → ll and di-boson background (a). The breakdown of the absolute and
relative contribution of SM background in high-ST range (ST > 1 TeV); yields of
excited tau-lepton processes and the ratios s

√
b are quoted (b).

10.7.2 (N − 1) plots
After the event selection cut flow for the signal region was fully defined, further
studies estimated the impact of individual selections on pT of tau-leptons and
jets.

So-called (N − 1) distributions check how a given selection affects the signal
events yields and kinematics. The name of these distributions comes from the
fact that they are obtained when applying all other (N) cuts beside one (1) of
the current interest, i.e. N − 1 selections are applied overall.

Figure 10.23 shows the pT distributions for each object of the quadruplet
(four final-state objects: leading and subleading tau-lepton, leading and sub-
leading jet) when all selections are applied except for the selection on the given
objects pT. As seen in Figure 10.23a, the pj0

T > 70 GeV criterion keeps yields
non-affected for heavy excited tau-leptons as it is demonstrated for 2.5 TeV,
5 TeV and 8 TeV mass points. The pT criteria for leading jet removes about
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process Z → ττ CR Top CR SS CR SR
Fakes 501.9 - 1,262 1,834
Z → ττ 2,709 36 17.7 1,108
tt̄ 106.4 89,385 48.7 1,067
single top 7.5 2,713 5.1 98.9
Z → ll 7.5 - 11 77.1
W + jets 2.5 - 10 16.5
V V 88.7 74 18 86.9
SM total 3,579 92,208 1,372 4,288
purity 76% 99% 92% -
Data 3,741 88,293 1,368 -
Data/Bkgr 1.05 0.96 0.99 -
τ∗400 GeV 1.9 0.033 6.4 207.6
τ∗400 GeV S/B 0.053% < 0‰ 0.47% 4.8%
τ∗1 TeV 0.47 1.778 7.5 150.8
τ∗1 TeV S/B 0.013% 0.002% 0.55% 3.5%
τ∗2 TeV 0.04 0.45 2.5 33.3
τ∗2 TeV S/B < 0‰ < 0‰ 0.18% 0.77%

Table 10.4: The yields of SM and ETL events in the Z → ττ CR, the Top CR,
the same-sign CR, and the SR. The purity of the CRs, yield ratio between data
and MC, and signal-to-background ratio are quoted.

∼ 6.5% of events for the lowest tested ETL mass of 100 GeV. Other pT selec-
tion showed no significant impact on the selection efficiency for high ETL mass
points. Figures 10.23b, 10.23c, 10.23d illustrate the (N − 1) ST distributions for
all but pT selection on the subleading jet, leading tau-lepton, and subleading tau-
lepton, respectively. The impact of other kinematic selections, the requirements
on mcoll

ττ and LT, is demonstrated in Figure 10.24. The contribution of events with
mcoll

ττ < 110 GeV (LT < 140 GeV) is within 5% (10%) for the smallest tested ETL
mass of 200 GeV (Figure 10.24a and 10.24b). The mcoll

ττ and LT requirements do
not effectively impact the signal selection for heavy excited tau-leptons (as seen
for masses from ∼ 2.5 GeV onwards in Table 10.6).

The effect of individual selections can also be seen from the event yields sum-
marized in Table 10.6.

10.7.3 Signal selection efficiency
The efficiency of the signal selection in the signal region is shown in Table 10.5.
It is estimated as the NSR sel/N exp ratio of the number of the events passing all
the SR criteria, NSR sel, to the total number of generated signal events.

The acceptance times efficiency of the ETL signal selection with the estab-
lished cut flow is estimated and cited in the rightmost column in Table 10.5.

As seen from Table 10.5, only a part of generated ETL events passes the
criteria of the SR. The main reason for such event yield suppression is the explicit
choice of the τhadτhad final state, which makes up about 42% of all possible di-tau
decay modes. The further drop is due to the tau-lepton trigger and identification
efficiency. Trigger selection efficiency is about 0.8 for τhad with 30 GeV < pT <
40 GeV [208]. It reaches a 90% efficiency for pT above 50 GeV. The 1-prong
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(a) (b)

(c) (d)

Figure 10.23: The pT distributions for each object from the quadruplet: leading
jet (a), subleading jet (b), leading tau-lepton (c), and subleading tau-lepton (d)
with all the SR selections applied except the exact pT criteria on this particular
object.

(3-prong) tau-lepton identification efficiencies are 85% (85%) and 75% (60%) for
the Loose and Medium ID working points [206] which are used in this analysis.

The effect of the trigger efficiency is notable for low-mass ETL points as shown
in Table 10.5 with examples of 200 GeV and 400 GeV mass poles. Specifically,
one can notice lower trigger selection efficiency (about 1/7 as can be seen from
εNTuple for 200 GeV ETL) due to smaller tau pT. Also, for the studied low-mass
points of 200 GeV and 400 GeV, the signal selection efficiency drops further due
to the applied kinematic selections on tau-lepton and jets pT as well as mcoll

ττ and
LT. As shown in Table 10.6, the kinematic selection influence the signal selection
efficiency by 20% in total: ∼ 10% for the pT (pT and η) criteria on tau-leptons
(jets) and then other ∼ 10% suppression due to the selections on ∆Rττ , xcoll,
mcoll

ττ , and LT, combined.
The signal efficiency of about 7% is observed for mass points above ∼ 700 GeV

112



(a) (b)

Figure 10.24: The N − 1 plots for the mcoll
ττ (a) and LT (b) variables.

sample Ngen NNTuple
sel εNTuple NSR

sel εSR

200 GeV 420 K 22620 12.6% 4047 0.96%
400 GeV 420 K 41442 23% 13494 3.2%%
700 GeV 420 K 53714 29.8% 23347 5.6%
1 TeV 420 K 71262 29.6% 34247 8.2%
1.5 TeV 120 K 18332 36.7% 8816 7.4%
2.5 TeV 120 K 19123 38.2% 9059 7.5%
5 TeV 120 K 18255 36.5% 7763 6.5%
8 TeV 120 K 17735 35.5% 7710 6.4%

Table 10.5: The numbers of reconstructed and selected excited tau-lepton events
throughout data preparation. The efficiency of the signal selection in the con-
structed signal region is defined as ε = NSR sel/Ngen. This estimate is based on
the full signal MC data set in NTuples as of November 2022.

as shown in Table 10.5. This value was expected given suppression due to the
choice of fully hadronic decay mode, acceptance, and identification efficiency. The
effect of the kinematic selections on objects pT, mcoll

ττ and LT becomes smaller for
high-mass points (as can be seen from data on 5 TeV and 8 TeV mass poles in
Table 10.6).

With the signal selection efficiency in the considered SR estimated, one can
predict the number of events which can be observed in the Run 2 ATLAS data
set if the considered ETL model is valid. The expected number of events was
estimated as NSR

exp = εSRLσqq̄→ττ∗. Here, σqq̄→ττ∗ is the production cross section
calculated during MC generation, L is the integral luminosity of the analysed data
set, and εSR stands for the signal acceptance as defined above. Figure 10.25 illus-
trates the expected number of selected ETL events as a function of hypothesised
mass.
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cut\mτ∗ [TeV] 0.2 0.4 0.7 1 1.5 2.5 5 8
Nτ = 2, Nj >= 2 497.8 620.2 468.5 308.6 146.1 29.9 0.43 0.013
pj0

T > 70 GeV 465.6 604.6 465.6 307.8 145.9 29.9 0.43 0.013
ηj0 < 2.4 456.9 585.9 456.9 304.0 144.7 29.9 0.43 0.013
pj1

T > 60 GeV 396.3 423.8 396.4 279.7 138.2 29.1 0.43 0.012
ηj1 < 2.4 208.0 398.9 378.4 268.8 133.9 28.5 0.42 0.012
pτ0

T > 40 GeV 206.5 397.4 377.6 268.5 133.7 28.5 0.42 0.012
pτ1

T > 30 GeV 187.1 374.6 364.5 261.0 130.8 28.0 0.41 0.012
ID τ0 146.2 312.3 293.9 214.7 106.1 22.3 0.30 0.009
ID τ1 123.7 257.4 251.4 180.2 87.5 18.2 0.26 0.008
qτ0 × qτ1 = −1 118.7 248.1 239.9 170.5 81.7 16.6 0.23 0.007
truth match τ0 118.5 247.9 239.8 170.4 81.7 16.6 0.22 0.007
truth match τ1 116.8 245.9 238.5 169.6 81.4 16.6 0.22 0.007
∆Rττ > 0.8 116.3 243.0 233.2 165.1 78.6 15.9 0.21 0.007
xcoll

0 111.4 235.8 226.9 160.5 76.4 15.3 0.20 0.006
xcoll

1 105.3 226.7 218.7 154.7 73.6 14.6 0.19 0.006
mcoll

ττ > 110 GeV 102.1 222.7 216.6 153.8 73.2 14.6 0.19 0.006
LT > 140 GeV 92.0 207.6 209.5 150.7 72.44 14.6 0.19 0.006

Table 10.6: The yields of events with excited tau-leptons in the signal region.
The breakdown of the yields observed at each selection step (aka cut) is shown.
Several ETL mass points from the lowest considered one (200 GeV) through
intermediate and up to 8 TeV are presented. These results were obtained with
NTuples (version as for November 2022).

10.8 Control regions
The leading sources of SM background require their estimation to be checked
in real data. The dedicated control regions are determined as the phase spaces
where Z → ττ and Top events are dominant in the phase space of the τhadτhad
and eµ final states, respectively. The shape, normalisation, and uncertainties on
the Z → ττ and Top background are estimated by fitting their MC prediction to
real data in the CRs. Their prediction is then propagated to the SR in the fit.
The j → τhad is fully data-driven. The fake background is validated in the region
defined in the same way as the SR except for an inversion of the requirement of
tau-lepton electric charge: qτ × qτ = 1 in the same-sign CR.

10.8.1 Z → ττ control region
The event selection for the Z → ττ control region is described in Table 10.3. The
mass window 70 GeV < mcoll

ττ < 110 GeV is chosen to constrain MC prediction
for the Z → ττ process as described in Section 10.6.1. The exact values for the
range lower and upper cut values were chosen based on the fraction of Z → ττ
events in the total background input as described in Section (Figure 10.14b).

Alternatively, the Z → ττ CR definition with visible di-tau mass was con-
sidered. However, the purity of such a CR was lower than one based on di-tau
collinear mass (Table 10.7).
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Figure 10.25: The expected number of excited tau-lepton events selected in the
SR as a function of the ETL mass.

fakes
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Figure 10.26: The composition of the absolute expected yields of SM processes in
the constructed Z → ττ CR. The Z → ll, di-boson, and single-top background
are combined in the “Others” category.

The consistency between the MC prediction and real data was checked in a set
of observables. Figure 10.28 shows the kinematic distribution obtained in the Ztt
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Figure 10.27: The composition of the absolute expected yields of SM processes in
the constructed Z → ττ CR. The Z → ll, W + jets, and single-top background
are combined in the “Others” category.

sample / sel. 50 GeV < mvis
ττ < 100 GeV 70 GeV < mcoll

ττ < 110 GeV
total bkgr 32298.45 9459.15
Z → ττ 23130.87 8847.98
Z → ll 3724.82 81.74
data 37284 9608
data/bkgr 1.15 1.02

Table 10.7: The event yield for SM background prediction and real data in two
compared Z → ττ CR defined with the selections: 50 GeV < mvis

ττ < 100 GeV
and 70 GeV < mcoll

ττ < 110 GeV. The results shown are obtained with interim
NTuples.

CR. The MC modelling is in agreement with real data within the uncertainty.21

The composition of the predicted SM background in the Z → ττ CR and the SS
CR is diagrammed in Figure 10.26 and 10.27, respectively.

10.8.2 Top control region
In this search, top-quark production is a considerable source of SM background.
It makes up about 25% of the predicted background in the high-ST range above
1 TeV (diagram 10.22a). Both top-quark pair and single-top production con-
tribute to the di-tau and dijet final state.

An intuitive option is to construct the Top CR with a few selections orthogonal
to the SR definition. Several attempts were eager to define a tt̄ control region

21The pre-fit plots are given here. It means that they are prepared before the MC model
was fitted to data, without profiling of individual uncertainties. The total uncertainty shown
in the error band is obtained as a root of a sum of the individual systematic uncertainties, each
squared, and the statistical uncertainty squared.
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(a) (b)

(c) (d)

Figure 10.28: The distributions of pj0
T (a), pj1

T (b), pτ0
T (c), and the scalar sum of

pT of the final-state quadruplet ST (d) in the Z → ττ control region.

with τhadτhadjj final states. Figures 10.29 and 10.30 outline the resulting Top CR
prototypes.

Specifically, tests were done to see how orthogonal selections could increase
the fraction of top-quark production events (Figures 10.29 and 10.30). The list of
the tested selections includes requirements on di-tau transverse mass, total trans-
verse mass, MET and MET significance. Although the selection on mT brought
a relatively pure Top CR, it did not yield enough events in the ST spectrum
tail (Figures 10.29c and 10.29d). The advantage of the MET significance to dis-
criminate events with significant MET was tested by applying the SMET > 3(4)
selection. The selection LT variable inverted with respect to the SR definition,
i.e. LT < 140 GeV, was tried in conjunction with the criterion on larger MET
significance (SMET > 4) as shown in Figure 10.30b. Another attempted Top CR
preserved the mcoll

ττ range, which would be intermediate between the Z → ττ
CR and the SR: 110 GeV < mcoll

ττ < 150 GeV. When applied together with
the SMET > 4 criterion, this mcoll

ττ selection revealed a low representation of the
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Top processes as can be found in Figure 10.30c. Moreover, a significant signal
contribution is not a good practice for CR. A similar effect is observed when
introducing the criterion on effective mass along with selection on MET signifi-
cance (Figure 10.30a). One more Top CR prototype was defined with selections
on invariant mass of di-tau and dijet (i.e. Mττjj =

√︂
(Pτ0 + Pτ1 + Pj0 + Pj1)2)

and SMET and its phase space occurred to be limited in the ST range. It also
contained a large fraction of the signal events, as Figure 10.30d indicates.

Yet another prospective approach proxied the mass of the decaying top quark
with the invariant mass of a tau-lepton and a jet paired in a way that maximizes
the resulting invariant mass value. Although this method provides top-quark
mass reconstruction, the obtained Top CR prototype was underpopulated in the
region where the ETL signal is expected (see Figures 10.29a and 10.29b.).

These attempted Top CR prototypes were useless for control regions since
they either yielded insufficient statistics, included significant fractions of other SM
backgrounds, were sparsely populated high-ST tail, or contained a considerable
BSM signal contribution. Therefore, it was concluded that the Top CR could not
be found in the τhadτhad final state. This analysis purposefully does not apply b-jet
tagging to distinguish top-quark decays. Such a flavour-inclusive approach allows
for keeping the analysis flavour-inclusive which allows for considering final-state
jets originating from quarks from all flavours inclusively.

The problem of defining the Top CR can be viewed from a different angle.
The Top control region can be built with a completely different final state which
provides the advantage of being statistically independent of the SR. Namely, a
eµ decay mode has higher branching ratio than the ττ mode of tt̄. As a result,
one can expect ∼ 35 times more background events in the eµ final state than
the di-tau one. Such a Top CR with light-lepton events provides a statistically
independent phase space to estimate tt̄ and Wt background.

In this Top CR, events should be accepted by the unprescaled single-muon
trigger. Events are required to include exactly one electron and exactly one
muon. At least two jets should be reconstructed in a given event. To enhance
the contribution of the tt̄ production, the presence of exactly two b-tagged jets
is required.22 The electron and muon should be of the opposite sign of electric
charge and comply with the reconstruction, identification, isolation, and other
requirements listed in Table 10.2. The final lower bound on kinematic variables
are the following: pT > 60 GeV and |y| < 2.4 for jets, pT > 30 GeV for light
leptons. The plots comparing the MC prediction to data are given in Figure 10.31.

10.9 Fake background
As mentioned in Section 6.1, the ETL search relies on fakes estimation with the
fake factor (FF) method. Relative FFs are measured in the fake-enriched phase
space in a subset of events with same-sign tau-leptons. The same-sign tau-leptons
requirement enhances the share of events with jets misidentified as τhad. The fake
enriched region is defined orthogonally to the SR by requiring at least one of the
following SR selections to fail, h.e. mcoll

ττ < 110 GeV or/and LT < 140 GeV. The
FFs are obtained in function on the pT, η, and the decay mode of τhad. Two sets

22The DL1r b-quark tagger [89] is operating at the FixedCutBEff_85 working point.
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(a) mmax
top < 130 GeV (b) mmax

top < 130 GeV

(c) 120 GeV < mtotal
T < 200 GeV (d) 150 GeV < mtotal

T < 200 GeV

Figure 10.29: The ST distributions in the tested Top CR prototypes (beginning).
The selections applied on top of the preselections are mentioned in the captions.

of FFs are calculated in the following events: where leading tau-lepton passes
the nominal (Medium) ID and where subleading tau-lepton passes the nominal
(Loose) ID criterion. The former set results in “Loose” FFs measurement, and
the latter one is used to measure “Medium” FFs.

In this way, the Fake background contribution can be estimated in the SR as
explained in [209].

10.9.1 Same-sign control region
The FF method for j → τhad estimation was validated in the same-sign control
region (SS CR). Since studied processes (Drell Yan, ETL production and decay, tt̄
production) do not gather same-sign tau-leptons in the final state, the inversion of
the qτ ×qτ selection can be applied to estimate the description of fake background
component. The rest of the selections for SS CR are identical to the signal region
definition (Table 10.3).
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(a) 80 GeV < meff < 160 GeV
and

SMET > 3

(b) 80 GeV < LT < 140 GeV
and

SMET > 4

(c) 110 GeV < mcoll
ττ < 160 GeV

and
SMET > 4

(d) 200 GeV < mττjj < 320 GeV
and

SMET > 4

Figure 10.30: The ST distributions in the tested Top CR prototypes (continu-
ation). The selections applied on top of the preselections are mentioned in the
captions.

The obtained same-sign control region is highly pure in τhad fakes: the Fake
background yields about 94% of the total predicted background (Figure 10.27).
Kinematic distributions in the same-sign control region are shown in Figure 10.32.
Figure 10.33 shows that the discriminative variable ST shapes in the SR and the
SS CR are in alignment.

10.9.2 Same-sign data-driven fake template
Alternatively, the fake background was estimated with a naïve same-sign data-
driven template. This straightforward estimation of fakes contribution appeals
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(a) (b)

(c) (d)

Figure 10.31: Kinematic distribution of pj0
T (a), pj1

T (b), ST defined as ST =
pe

T + pµ
T + pj0

T + pj1
T (c), and Emiss

T (d) in the Top control region.

to the usage of events with same-sign tau-leptons in events passing all the SR
selection criteria 10.3.

Figure 10.34 plots the distribution of ST and di-tau collinear mass.

10.10 Systematic uncertainties
The shown distributions in the SR, the Z → ττ and same-sign CRs include a set
of systematic uncertainties. A part of the related systematic uncertainties cover
differences in the kinematics of reconstructed objects in data and MC. In Monte
Carlo, one needs to account for the detector acceptance, objects’ reconstruction
efficiency, and accuracy in the estimation of physical variables. For that, MC
objects are transferred to detector-level objects by applying related resolution
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(a) (b)

(c) (d)

Figure 10.32: Kinematic distribution of pj0
T (a), pτ0

T (b), pj1
T (c), and pτ1

T (d) in
the same-sign control region (SS CR).

response function and reconstruction efficiencies.23 In this way, the energy res-
olution and scale in MC are adjusted to their expectation in real data, and the
uncertainty on the energy resolution and scale are then propagated throughout
the analysis. In this search, tau-lepton and jet energy scale and resolution un-
certainties are considered.24 Other experimental uncertainties cover MC weight
variations. Tau-leptons and light leptons are assigned with the scale factors for
efficiencies of reconstruction, identification, isolation, and trigger. As these scale
factors are known with uncertainty, scale factors and, therefore, MC weights are
varied respectively. The uncertainty on the jet tagging scale factor is included as
well. In addition, the MC weight uncertainty on pile-up reweighting is added.

For the Z → ττ prediction, all mentioned sources of systematic uncertainty
23This analysis step is typically called “simulation” as schematized in Figure 7.1 and briefly

described in Section 4.
24This is done according to the usual ATLAS practice based on TauSmearingTool,

JetCalibrationTool, JetUncertaintiesTool, JetSmearingTool.
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(a) (b)

Figure 10.33: Comparison of kinematic distributions between SS CR and SR: ST
(a) and mcoll

ττ (b).

(a) (b)

Figure 10.34: The ST (a) and di-tau collinear mass mcoll
ττ (b) in predicted SM

background events where fake background contribution is estimated with the
same-sign events.

are summed in quadrature in the pre-fit plots (for example, in Figure 10.8.1).
Thereby, a large error band is seen. Respectively, the total pre-fit event yield has
high uncertainty (as can be seen in Table 10.4).25

The excited tau-lepton signal modelling account for uncertainty on parton
25Before the fit, the uncertainties undergo normalisation, symmetrisation, smoothing, and

pruning. In this search, the normalisation factor for Z → ττ is correlated with some of Z →
ττ theory uncertainties. Once the normalisation effect is removed to decorrelate its effect
from other NPs, the systematic uncertainty shrinks. Furthermore, the estimated systematic
uncertainty magnitude is then verified with real data by fitting in the Z → ττ control region.
Once data are statistically analysed, each source of uncertainty becomes an individual nuisance
parameter, and the likelihood function is maximised for a given value of a particular NP. In this
way, the uncertainty becomes profiled. The resulting post-fit uncertainties will be significantly
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distribution functions as well as the systematic variation due to a choice of a
particular PDF set. The uncertainty on the running scale αS is also included.
These uncertainties were estimated with the LHAPDF tool [210, 211].

10.11 Statistical analysis
Once the signal region is defined, and the background contribution is estimated,
it is time to answer the question of whether there is a hint at the existence of
excited tau-leptons. The statistical analysis aims to find signatures of excited
tau-lepton production and decay which would manifest as an excess of events in
the measured ST distribution.

10.11.1 The fit setup
The statistical analysis is performed with the YAW (Yet Another Wrapper) frame-
work [212], which is a Prague’s wrapper [212] around the HistFitter [111] ma-
chinery. The workspace input data to the fit machinery are prepared with the
adaptation of Prague’s ROOT analysis common (RAC) framework [203]. The
excited tau-lepton signal strength µ is a parameter of interest (POI) in this anal-
ysis.

The signal region definition is the same for all analysed τ ∗ mass points (from
200 GeV to 9.75 TeV). Two control regions are used for SM background constrain-
ing. Drell-Yan Z → ττ events are constrained and normalised in the Z → ττ
CR in the τhadτhad final state (Section 10.8.1). Top pair production is constrained
in the CR in tt̄ → eµ events with the eµ final state (Section 10.8.2). The Drell
Yan (Z → ττ and Z → ll) background is normalised with a freely floating nor-
malisation factor NFZ . Likewise, the top-quark background (from tt̄ and Wt
production) is scaled with the NFTop. The normalisation factors (NFs) enter the
model as nuisance parameters.

Other nuisance parameters included in the model are the statistical uncer-
tainty in Monte Carlo modelling and the uncertainty on the size of the collected
data set (the integrated luminosity). The former enters the likelihood as the γ
parameters defined as the statistical uncertainty in each bin of the input ST dis-
tributions for each considered region. The latter describes the variation of the
event yield in the data set and is taken as large as 1.7%, as measured by the
LUCID detector conditions [213, 214].

In this way, the presented fit is made with the model simplified with respect
to Eq. (7.3) and including statistical but systematic uncertainties. Then the
likelihood of observing events as they are measured in real data becomes the
following:

L(µ, γ) =
∏︂

i

Pois{ni;
∑︂

p

µpν
p
i γi}Pois(mi;miγi) (10.5)

Here the likelihood is parametrised with the µ NPs (the excited tau-lepton signal
strength µ, the freely floating normalisation factorsNFZ andNFTop, and fixed NF
for other SM backgrounds) and the γ NPs for statistical uncertainty in the binned
template. The i and p indices stand for the ith bin in the input ST distributions

smaller.
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and the considered SM and ETL processes. As introduced in Section 7.4, ni is
the ith bin content, νp

i is the expected number of events in the ith bin for the
pth process, and mi is the effective number of events in the ith bin of the input
ST histogram of the process p.

The negative logarithmic likelihood is calculated regarding the set of nuisance
parameters (γ’s, NFZ→ττ , NFTop, the uncertainty on luminosity).

The presented results are based on the maximum likelihood fit to real data
in control regions. This allows estimating a set of NPs for the Z → ττ and
Top background as precisely as possible. Once these background sources are
constrained and normalised in the corresponding CRs, their estimated NPs are
propagated to the SR. In the SR, the model is fitted to the Asimov data set, i.e.
real data are replaced by the total background estimate.26

This analysis aims to discover the excited tau-lepton. The expected signifi-
cance is to be calculated. In the case of no BSM signatures, the limits on the
excited tau-lepton production cross section are set. Given the considered produc-
tion and decay model, one can also set limits on the ETL mass.

10.11.2 Fit to the Asimov data set
The fit with the background-only (µ = 0) alternative hypothesis is made to
the Asimov data set in all the regions simultaneously. The background-only
fit allowed analysers to verify that the statistical machinery is set up correctly.
Although the Asimov data set does not have the power to constrain background
processes, its results can highlight possible biases in NP estimation.

Figure 10.35 demonstrates the values of the µ and γ nuisance parameters.
Their values centre around the unit and larger constraints on γ parameters are
observed in less populated bins. No correlation above 0.3 is seen between indi-
vidual NPs (Figure L.1 in Appendix L). The fitted yields are as expected and
shown in Table L.1 (Appendix L).

10.11.3 Fit to real data in control regions
Figure 10.38 shows pre-fit and post-fit ST distributions in the Z → ττ CR, the
Top CR, and the SR. As seen from the pre-fit and post-fit plots in the CRs,
a better agreement between MC and data is achieved after the Z → ττ and
Top (tt̄ and Wt combined) background are constrained with real data. The Top
background prediction will require further reweighting to NNLO calculations.
The number of background events predicted in the SR post-fit coincides with the
SM expectation (Table 10.8). This is expected as the fit to the Asimov data
is done in the SR. The expected Z and Top background shape and yield are
estimated by extrapolation from the corresponding CRs to the SR.

The constraints and pulls of the NPs are shown in Figure 10.37. Likewise,
it was seen in the fit to the Asimov data set (Figure 10.35) larger constraints
are obtained to the statistical uncertainties in less populated bins. The fit to
real data helped to define proper normalisation for the Z and Top background

26In ATLAS jargon, this type of fit is called “blinded”: one does not look at real data in the
region sensitive to the expected signal. This is a common approach in the ATLAS community
to make sure that the strategy of a given analysis is solid.
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Figure 10.35: The pulls and constraints on the nuisance parameters in the fit to
Asimov data set in the considered CRs and the SR. This result is obtained in the
fit for excited tau-lepton of 1 TeV mass.

processes. They are pulled to the post-fit values NFZ = 1.08 and NFTop = 0.96.
The correlation between individual NPs is presented in the matrix (Figure 10.36).

In the basic setup of the statistic-only fit, no significant correlation between
NPs was found. Correlation up to 0.25 is observed between the normalisation
factor for Z → ττ and the statistic uncertainty in ST < 600 GeV bins, which are
the most populated in the Z → ττ spectrum and, hence, provide a source of NPs
constraints. Similarly, the correlation about 0.25 is seen between NFTop and the
statistical uncertainty in the 200 GeV < ST < 400 GeV range.

Another fit to real data in the CRs was made by including sets of systematic
uncertainties in the Z → ττ CR and SR. The systematic uncertainties on tau-
lepton and jets scale factors were included. The SM and ETL modelling accounted
for the tau-lepton and jet energy scale and resolution uncertainties. This fit
also incorporated the uncertainty on the pile-up weight. The resulting post-
fit ST distributions are shown in Figure 10.39. Figure 10.40 demonstrates the
correlation between individual NPs. A majority of the introduced uncertainties
are not significantly correlated. The only high correlation is between NFTop
and the uncertainty of the tau-lepton energy scale (TES). Its value results from
significant normalisation components of systematic uncertainties in top-quark
production processes. Figures M.1 and M.2 in Appendix M show the profile scans
for the Z and Top normalisation factors and the TES uncertainty, respectively.
Figure 10.41 illustrates the post-fit values and uncertainties on the systematic
uncertainties. No significant pulls or constraints are observed.

It is worth noting that the systematic uncertainties did not cover the Top CR.
The SM prediction needs to include systematic variations, and the Top back-
ground modelling requires reweighting, as mentioned above (Section 10.11.3).
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Figure 10.36: The correlation between NPs in the fit to real (Asimov) data in the
CRs (SR). The result for the fit in the ETL with the mass of 1 TeV is shown.

Figure 10.37: The pulls and constraints on the nuisance parameters in the fit to
real (Asimov) data in the CRs (SR). This result is obtained in the fit for excited
tau-lepton of 1 TeV mass.

After these steps, the post-fit (Figure 10.38d) agreement between the prediction
and data improves within the uncertainty.27

27Furthermore, the systematic uncertainty between the single and pair top-quark production
defines the proportion of their yields.
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Process, Nevents Z → ττ CR Top CR SR
Observed events 88777 3741 4287
Fitted bkgr events 88778.62 ± 297.70 3735.04 ± 58.53 4297.16 ± 43.83
Fitted Z events 39.57 ± 0.85 3033.48 ± 60.22 1250.30 ± 27.23
Fitted Top events 88658.51 ± 297.74 109.36 ± 0.87 1118.07 ± 9.45
Fitted Fakes events 0.00 ± 0.00 501.25 ± 8.93 1828.98 ± 30.17
Fitted Other events 80.58 ± 1.29 90.97 ± 1.60 103.16 ± 1.71
Fitted ET1000 events −0.04+0.22

−−0.04 −0.01+0.06
−−0.01 −3.35+17.84

−−3.35
MC exp. SM events 92397.02 3579.53 4438.73
MC exp. Z events 37.51 2872.23 1185.17
MC exp. Top events 92276.80 113.86 1165.56
MC exp. Fakes events 0.00 501.86 1833.81
MC exp. Other events 80.87 91.11 103.43
MC exp. ET1000 events 1.84 0.47 150.76

Table 10.8: The event yields in the fit to measured data in two control regions
(Zττ CR and eµ Top CR) and fit to the Asimov data set in the signal region.
The signal of 1 TeV excited tau-lepton is considered. The Z background combines
Z → ττ and Z → ll processes. The Top background includes tt̄ and Wt. The
“Other” background category includes W + jets and V V events.

10.11.4 Expected discovery significance
The expected discovery significance is set in the model-dependent exclusion fit
mode. Tests of the null B-only hypothesis against the alternative S + B one
are made. Results of hypothesis tests show the level of compatibility between
data and SM-only hypothesis and quantified by a p0-value. The p0 value is the
probability of seeing an upward fluctuation of the event yield as high or higher
than the observed data.

The Asimov data set is constructed as the S+B model. The post-fit NPs are
illustrated in Figure N.1 in Appendix N.

Tests to obtain p0 significances were repeated for a set of S models with ETL
of varying mass. The result is presented in Figure 10.42. This analysis has the
potential to claim the discovery of ETL with mass in the range between 300 GeV
and 1.4 TeV with 5σ significance.

10.11.5 Upper limits on excited tau-lepton mass and pro-
duction cross section

The upper limits of the excited tau-lepton signal strength are estimated in the
model-dependent exclusion fit setup in the HistFitter. A null S+B hypothesis
is tested against the alternative B hypothesis. The analysis established the level
of compatibility between data and the B + S hypothesis (SM background and
BSM excited tau-lepton combined). The acquired p0-value is the probability of
a downward fluctuation which would be lower than the observed test statistic
under the SM+signal hypothesis.

In the fit, the signal strength is a parameter of interest, and several hypotheses
µS + B are tested in order to find the ETL signal strength, which data can
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exclude. For each tested µ value, the test statistic defined according to Eq. (7.8)
is estimated.28 For limit settings and the p0 values is calculated as the integral
Eq .(7.7). Figure 10.43 shows p0-values as a function of the hypothesized value
of µ in the fit to real (Asimov) data in CRs (SR). The signal models µS + B
are excluded at 95% confidence level if the p ≤ 0.05 (as said in Section 7.6.3).
The upper limit on the BSM signal strength µexp

UL is then defined by inverting the
hypothesis test (by solving Eq. 7.12).

This procedure was repeated for the excited tau-leptons hypotheses in a mass
range between 200 GeV and 5 TeV. The ELT production cross section as a func-
tion of the ETL mass is demonstrated in Figure 10.44. The expected cross sec-
tion is estimated in the fit to the Asimov data in all the considered regions.29

The observed cross section is obtained in the fit to real (Asimov) data in CRs
(SR). Two results – with and without the systematic uncertainties included – are
demonstrated. Statistical uncertainty becomes dominant in searches for high-
mass (> 2 TeV) ETL.

Ultimately, an upper limit on the cross section can be calculated as: σexp
UL =

σtheoryµexp
UL where σtheory is the ETL production cross section predicted by the

considered signal model. The lower limit on the ETL mass can be set at 2 TeV
(Figure 10.44). The existence of the excited tau-leptons with mass below ∼ 2 TeV
is excluded with 95% CL.

10.12 Results and conclusions
This chapter described the analysis aiming to find the excited tau-leptons in
the Run 2 ATLAS data set. The considered BSM model assumes that excited
tau-leptons are produced and decay through contact interaction. The ETL pro-
duction’s signature is looked for in the τhadτhadjj final states.

The production and decay of excited tau-leptons in the contact interaction
were simulated with the Pythia Monte Carlo generator. The generated events
were then passed through the simulation and reconstruction chain at the ATLAS
computing Grid. Further, necessary NTulpes were derived from large DAOD data
files.

The Monte Carlo simulation and data-driven methods predict the SM back-
ground. Leading background sources are constrained and/or validated with real
data in the corresponding control regions.

Sets of event selections are applied to distinguish between the phase spaces
enriched in the SM and BSM processes. The final event selection was optimized
in terms of signal-to-background separation and signal selection efficiency. The
final selection provides ∼ 26% (∼ 88%) SM background rejection at the 95% level
of 200 GeV (1 TeV) ETL signal acceptance.

Statistical analysis is made with the ST observable, which was found to be
sensitive to the presence of ETL events. This variable was found to provide steady
discrimination of ETL events against background events.

The model was fitted to real data in the Z → ττ and Top CRs, and the fit
to the Asimov data set was made in the signal region. The presented analysis

28The signal strength µ varies in the unconditional likelihood.
29An example of the p-value estimation in the tests of multiple ETL signal strength hypotheses

is given in Figure L.2 (Appendix L).
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can claim the discovery of the excited tau-lepton with mass between 300 GeV
and 1.4 TeV. The expected upper limit on the excited tau-leptons with mass is
∼ 2 TeV.
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(a) (b)

(c) (d)

(e) (f)

Figure 10.38: The pre-fit (on the left side) and post-fit (on the right side) ST
distributions in the Z → ττ CR (a, b), the Top CR (c, d), and the SR (e, f).
The results of the statistical-only fit to the real (Asimov) data in CRs (SR) are
shown. The excited tau-lepton of 1 TeV mass is included as a BSM signal.
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(a) (b)

Figure 10.39: The post-fit ST distributions in the Z → ττ CR (a) and the Top
CR (b). The results of the fit to the real (Asimov) data in CRs (SR) are shown.
The excited tau-lepton of 1 TeV mass is included as a BSM signal. The statistical
uncertainties, and the jet and tau-lepton uncertainties are accounted for in the
fit.

Figure 10.40: The correlation between NPs in the fit to real (Asimov) data in
the CRs (SR) with statistical and tau-lepton and jet systematic uncertainties
included. The result for the fit in the ETL with the mass of 1 TeV is shown.
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Figure 10.41: The post-fit values and uncertainties on the tau-lepton (a) and jet
(b) systematic uncertainties in the fit to real (Asimov) data in the CRs (SR).
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Figure 10.42: The expected discovery significance in dependence on the excited
tau-lepton mass.

Figure 10.43: The dependence of the p0-value on the excited tau-lepton (1 TeV)
signal strength µ. Here the CLb (CLs+b) depicts the level of confidence in the
background (signal+background) model.
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Figure 10.44: The 95% CL limit on the excited tau-lepton production cross section
as a function of ETL mass obtained with the Asimov data set.

135



Conclusion
This thesis describes research conducted at the world’s largest high-energy labo-
ratory, the Large Hadron Collider. The presented studies contribute to expanding
our current understanding of elementary particle physics. The experimental data
collected by the ATLAS detector during Run 2 at the LHC are analysed.

One of the two presented analyses measured the cross section of Higgs boson
production in events where Higgs boson decays to a pair of tau-leptons. The
research mainly concentrated on the τlepτlep final state. Reconstruction of the
signal-sensitive variable - the invariant mass of a di-tau system - was performed
with the Missing Mass Calculator (MMC). This PhD project multilaterally stud-
ied the MMC algorithm. It established the optimal parameters of the scan over
possible MET values: the MET resolution σMET and the MET scan range. Specif-
ically, the MET resolution was parametrised to correspond to the Run 2 data-
taking conditions. Smearing of MET under higher pile-up was detected. The
additional parametrisation on the pile-up level provided a more comprehensive
description of the MET resolution. The scan range of 4σMET was confirmed to
perform efficiently. This research verified that the object-based MET significance
SMET is applicable for the σMET estimation. Moreover, the studies suggest that
the H → ττ analysis can benefit from applying SMET in effective event selection.
Overall, the MMC tool revealed its robustness to modifications, reaffirming that
this algorithm is highly suitable for the Higgs boson mass calculation. Further,
the presented analysis finds that more than a less rigorous scan over possible so-
lutions is required due to ever-improving data-taking conditions and event recon-
struction algorithms at the ATLAS experiment. Consequently, the computation
time of di-tau mass calculation was accelerated by a factor of four. The ultimate
MMC setup calculates Higgs boson mass with a resolution of ∼ 16.5 (14.5) GeV
in the τhadτhad (τlepτlep) channel. Besides, the strategy of fake background mod-
elling in the H → ττ coupling measurement was validated. The studies show that
the data-driven method and Monte Carlo simulation address different sources of
lepton fakes unambiguously. The MC predicts that about 0.4% and 0.4% of the
total background are leptons from photon conversion and non-prompt leptons
originating in hadron decays.

The improvement of the Higgs boson mass reconstruction algorithm resulted
in a 1% better resolution. The Higgs boson production cross section in H →
ττ decays by the ATLAS was measured in the Run 2 ATLAS data set. The
measurement was published in JHEP [5]. The author described her findings in
two ATLAS internal notes [215], [107]. The author presented her studies of the
Missing Mass Calculator in two talks at international workshops on Higgs boson
physics, Higgs 2019 and Higgs 2021 [216], [217].

Another introduced analysis of the ATLAS data aimed at discovering ex-
cited tau-leptons. Excited fermions could hypothetically exist if Standard Model
fermions turned out to be composite. The presented analysis searched for excited
tau-leptons produced and decaying through contact interaction at the compos-
iteness scale Λ = 10 TeV. The analysis studies the events with quark-antiquark
scattering, producing an ordinary tau-lepton and an excited tau-lepton. The ex-
cited tau-lepton decay to a Standard Model tau-lepton and a quark-antiquark
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pair is considered. The hadronic decay mode of both tau-leptons is analysed,
and the final state of interest includes two τhad and at least two jets. A set of
event selections define the event phase space enriched in the excited tau-lepton
production (the ETL signal region). The presented studies determined the vari-
able sensitive to the excited tau-lepton signal. The ST variable, the scalar sum of
transverse momenta of tau-leptons and two leading in pT jets, effectively discrim-
inates between the ETL signal and the SM background. It also provides strong
separation of BSM signals from ETLs of different hypothesised masses. MC sim-
ulation models the expected SM background, except for events with j → τhad
fakes which are predicted with the data-driven method.

Further, statistical analysis estimates the expected ETL signal strength and
the expected discovery significance. Maximum-likelihood fit to real data is per-
formed in the control regions for Z → ττ and Top processes. This allows for
constraining Z → ττ and top-quark background with real data. The fit to Asi-
mov data is made in the signal region. The analysis has statistically significant
sensitivity for excited tau-leptons of mass between 300 GeV and 1.4 TeV.

No excess of events is observed, and no sign of excited tau-leptons was found
in the analysed data set. The analysed data set does not contain signs of excited
tau-leptons production and decay in contact interaction. This analysis sets the
upper limit on excited tau-lepton mass. Presence of excited tau-leptons lighter
than 2 TeV in the analysed data set is excluded at 95% confidence level.

The author presented the search for excited tau-leptons at working groups
meetings and described the analysis steps in the internal documentation [146].
Currently, the related paper is targeting the final approval in the ATLAS Collab-
oration.
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A. Di-tau trigger in events with
τhadτhad
Events should be accepted by a di-tau trigger [226], which narrows down the all
the massive to events to the events of interest. In studies of the Higgs boson
decay in a pair of tau-leptons, the presence of at least one jet is required in order
to exclude topologies with extremely boosted di-taus which require a specific
reconstruction due to tau-leptons overlap.

Table A.1 cites the names of the triggers used in Run 2 data set analysis.
First, tau-leptons and jets are promptly constructed as Level 1 topological

clusters and calorimeter inputs [227]. To be further considered, the tau-lepton
candidates should pass the minimal thresholds on pT: pτ0,L1

T > 20 GeV, pτ1,L1
T >

12 GeV. Then, the L1Topo and L1Calo become seeds from which the correspond-
ing High Level Trigger (HLT) can identify di-tau. The lowest ATLAS unprescaled
triggers are employed to maximise an event yield and to include low-pT tau-lepton
for a proper background assessment.

The di-tau triggers are used for event selection in the considered search for
excited tau-lepton as well as the H → ττ measurement. Application of the di-
tau triggers allows for a coherent definition of both signal and control regions. In
particular, di-tau triggers keep a maximum of Z → ττ events, making it easier
to validate the MC modelling of this background process.

A given event is accepted if trigger-level (so called online) tau-leptons reach
minimal criteria on their transverse momenta: 35 GeV and 25 GeV for leading
and subleading tau-lepton, respectively. The threshold corresponds to the τhad
pT values where the trigger efficiency reaches a plateau [228]. The tau RNN-
based HLT trigger provides an efficiency ≥ 80% for one-prong (three-prong) tau-
leptons with pT > 40 GeV (pT > 60 GeV) [208]. The tau identification scores
are promptly evaluated, and both tau candidates are required to pass Medium
ID (identification) requirements. The Medium criteria are applied to the tau
isolation. An event should contain a signature of neutrinos: the missing transverse
energy above 12 GeV is expected. In 2017, an additional condition of the di-tau
opening angle ∆Rττ < 2.8 was introduced at the level of the related Level 1
trigger.

Due to increased instantaneous luminosity in 2016, di-tau trigger requirements
were tighten to accord the limitations of CPU and data size. A presence of at least
one L1Calo jet with transverse momenta above 25 GeV and |η| < 3.2 (|η| < 2.3
in 2018) was required.

The recorded reconstructed tau-leptons (so called offline tau-leptons) should
be geometrically matched to the online objects accepted by di-tau trigger.For
the excited tau-lepton search, the trigger matching is was implemented by the
Athena MatchFromCompositeTool with a matching parameter ∆R < 0.4. Trigger
matching was done with the TriggerDecisionTool in the H → ττ coupling
measurement.

The lowest unprescaled di-tau trigger fires at very high rates (peaking at
∼ 61 Hz [229]) due to multi-jet events production cross section raising with
increased instantaneous luminosity. To reduce QCD jet background and keep the
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Figure A.1: A schematic representation of tau-lepton triggering during Run 2
ATLAS data-taking [218].

year di-tau trigger name
2015 HLT_tau35_medium1_tracktwo_tau25_medium1_tracktwo_L1TAU20IM_2TAU12IM
2016 HLT_tau35_medium1_tracktwo_tau25_medium1_tracktwo
2017 HLT_tau35_medium1_tracktwo_tau25_medium1_tracktwo_03dR30_L1DR-TAU20ITAU12I-J25
2018 HLT_tau35_medium1_tracktwoEF_tau25_medium1_tracktwoEF_L1DR-TAU20ITAU12I-J25

Table A.1: The summary of the di-tau triggers used to select events of interest
in the Run 2 ATLAS data set.

trigger acceptance manageable by the readout systems, the minimal ∆R criterion
on the isolated Level 1 tau objects is imposed: ∆Rττ > 0.6. This condition
removes ambiguities between the core parts of the regions of interest for two
tau-lepton candidates and keeps the HLT trigger rate at 24-39 Hz [226].
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B. Background Monte Carlo
modelling
V + jets. QCD production of V + jets is simulated with Sherpa v2.1.1 [63]
Monte Carlo generator. Matrix elements (ME) are calculated with accuracy of
next-to-leading order (NLO) for processes with emission of up to two partons
(0, 1, 2j@NLO) and accuracy of leading order (LO) for processes involving emis-
sion of up to four partons (3, 4j@LO). Parton hard-scatter processes are matched
with the parton showering according to the MEPS@NLO prescription [69–72]
following the set of tuned parameters. The NNPDF3.0nnlo set of PDFs [57] is
used. The samples are normalised to a next-to-next-to-leading order (NNLO)
prediction [73].

The Z → ττ process has the final state identical to the final state with
considered excited tau-lepton production and Higgs boson production and decay
to a pair of tau-leptons. It is a main irreducible background for Higgs boson
coupling measurement. For modelling Z → ττ process, filtered samples in low
pZ

T region are used to increase event statistics.

Dijet and di-lepton electroweak production. Electroweak production of
with dijet and two-lepton final state (lljj, lνjj, ννjj) in VBF is simulated with
Sherpa v2.1.1 [63] Monte Carlo generator. LO matrix elements with up to
two additional partons emitted are evaluated and then merged with the Sherpa
parton shower in the way it is done for V + jets samples. The nominal set of
PDFs is NNPDF3.0NNLO.

Top quark pair production. The production of a top quark pair is simu-
lated with PowhegBox v2 [14–16, 55] generator with NLO ME accuracy. The
NNPDF3.0NLO [57] PDF set is employed. The resummation damping parameter
hdamp is set to 1.5 of top quark mass [74]. Parton showering, hadronisation, under-
lying events (UE) are modelled by interfacing the generated hard-scatter process
to Pythia v8.230 [23]. The Pythia generator with the A14 tune for UE and the
NNPDF2.3lo PDF set is used [75]. Heavy-flavour quark decay is simulated with
the EvtGen v1.6.0. Due to lower statistics in high-pT tail, exclusive modelling
tt̄ in the high-HT := pj0

T +pj1
T is considered in addition to inclusive top quark pair

samples.

Single top quark production. Single top quark production with s-, t- channel
as well as the associated production with W (denoted tW ) are considered. These
processes are simulated with Powheg-Box v2 [14–16, 77] generator with NLO
accuracy of strong coupling constant αS. Five-flavour scheme is used in the
NNPDF3.0nlo PDF set. The generated events are interfaced to Pythia v8.230
[23] using the A14 tune [58] and the NNPDF2.3lo PDF.

Di-boson. Diboson final state is simulated with the Sherpa v2.2.1 or v2.2.2
[63]. MEs are calculated with NLO QCD accuracy for up to one additional
parton and with LO accuracy for up to three additional parton emissions. The
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MEs are matched and merged with the Sherpa parton shower based on Catani-
Seymour dipole factorisation [64, 68] using the MEPS@NLO prescription [69–72].
The NNPDF3.0NNLO set of PDFs, the set of parton shower tuning parameters,
and the virtual QCD corrections [65–67] are employed.
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C. Event selection in the H → ττ
analysis with the partial
(2015-16) Run 2 ATLAS data set

Figure C.1: The event selection in the H → ττ cross section measurement with
the partial Run 2 data set (collected in 2015-16 and corresponding to the inte-
grated luminosity of 36.1 fb−1). Source [101].

There are different pT selection applied, which reflects changes in the trigger
settings between years. Another difference comes from the light lepton isolation
WP (the Gradient one in the 2015-16 analysis in contract to the Loose and Tight
WP applied to electron and muons, respectively, in the 2015-18 analysis). In the
Athena release 20.7, the Gradient isolation criterion required absence of high-pT
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tracks in a cone around the object track and no significant energy deposits in
a cone around the calorimeter clusters of the given object after correcting for
pileup. The Gradient WP has an efficiency of 90% (99%) for a real lepton with
pT around 60 GeV (25 GeV). More event categories are supported in the H → ττ
analysis of the 2015-16 data set with Athena r. 20.7. The τlepτlep channel included
three flavour combinations there: τeτe, τµτµ, and τeτµ. The H → ττ measurement
with the 2015-18 data explored a single τlepτlep decay mode – τeτµ.
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D. Auxiliary plots to studies of
the MMC performance

Figure D.1: The total PDF in the current configuration vs. the number of the
current iteration in the MMC Markov chain. The scan over the MET values in
the Emiss

T ± 4σMET range is performed in the gg → H → τlepτlep events.
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Figure D.2: The total PDF in the current configuration vs. the number of the
current iteration in the MMC Markov chain. The scan over the MET values in
the Emiss

T ± 2σMET range is performed in the gg → H → τlepτlep events.

Figure D.3: The σ(Emiss,reco
T −Emiss,MMC

T ) dependence on the sum of the transverse
energy in a given event. The Emiss,MMC

T value is computed by the MMC using the
MET resolution parametrisation.
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Figure D.4: The mMMC
ττ distribution obtained with a number of alternative set-

tings: where the MET resolution is parametrized (the red curve) and with the
additional factorisation on Emiss,reco

T − Emiss,MMC
T (the green line); where MET

resolution is calculated through object-level MET significance (the blue line) and
with the additional factorisation on Emiss,reco

T − Emiss,MMC
T (the magenta line).
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Figure D.5: The signal-to-background discrimination power of the mMMC
ττ variable

calculated with varying definitions of MET significance implied.
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Figure D.6: The mMMC
ττ spectra measured with varying settings of the Emiss

T scan
range. The MET resolution is estimated with the object-level MET significance.
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Figure D.7: The AUC of the H → ττ signal to the Z → ττ background separation
as a function of Niter. The AUC values for τhad τhad and τlep τlep events are
presented.
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Figure D.8: Comparison of the mMMC
ττ distributions obtained with the nominal

(200 K) and reduced (50 K) number of the scan iterations.
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Figure D.9: The CPU time required for mMMC
ττ computation per event with the

nominal (200 K) and reduced (50 K) number of the scan iterations in the Missing
Mass Calculator.
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E. Discussion of the MET
significance usage in the H → ττ
analysis
Applicability of the MET significance in the H → ττ coupling measurement was
farther scrutinized.

Figure E.1: The mean reconstructed mMMC
ττ in Higgs boson decays (H → ττ) as

a function of the object-level MET significance. The error bands depict the RMS
of the mMMC

ττ distribution.

As shown in Figures E.1, there is a clear trend of mMMC
ττ biasing in events with

significant MET contribution. The calculated mMMC
ττ tend to bias towards higher

values with increasing SMET.
The Z boson mass was found to be optimally reconstructed in events with

MET significance between 2 and 5 (Figure E.2). This corresponds to realistic
scenario in the Z → ττ decay: there is a real missing transverse energy which
does not reach high values assuming there is no other MET sources.

185



Figure E.2: The mMMC
ττ spectra measured in ranges of the object-level MET

significance.

Overall good performance atmMMC
ττ calculation is observed at the range SMET ∈

(0, 10). This finding is confirmed by comparison of signal-to-background discrim-
ination in several ranges of SMET (Figure E.3). The rejection of the Z → ττ
background is less effective for topologies with SMET > 10 (the magenta line in
Figure E.3). The Z boson mass is overestimated by more than 50 GeV in about
20% of events with the MET significance values above 10 (the cyan line in Fig-
ure E.2). Based on these observations, employing events with SMET < 10 seems
to be promising.
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Figure E.3: The separation of the H → ττ signal from the Z → ττ background
measured in ranges of the object-level MET significance.
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F. Selection of MC events in
τlepτlep: fake estimation

Figure F.1: The leading tau-lepton mother PDG ID versus subleading tau-lepton
mother PDG ID in preselected background events.

In addition, the PDG IDs of generator-level mother particles was checked. The
correspondence between mother PDG ID for leading and subleading tau-leptons
is shown in Figure F.1. There is a negligible fraction of events (below 0.5%)
where one of leptons originate from quark or gluon. The analysis of individual
background processes showed that they mostly arise in di-boson events.
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Figure F.2: The relation between the “MC" and “MC + Geant 4" type variables
for leading tau-lepton.

Figure F.3: The origin of matched particle-level counterpart of the leading
tau-lepton in relation to its PDG ID.
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Figure F.4: The type of matched particle-level counterpart of the leading
tau-lepton in relation to its PDG ID.

Figure F.5: The origin of matched particle-level counterpart of the leading
tau-lepton and subleading tau-lepton. The preselected MC-modelled fake back-
ground events are analysed.
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Figure F.6: The origin of matched particle-level counterpart of the leading
tau-lepton and subleading tau-lepton. The preselected MC-modelled fake back-
ground events are analysed, with the selection removing reconstructed leptons
matched to the quarks or gluons (based on PDG ID of the generator-level parti-
cle), and removing leptons unmatched to any generator-level particle.
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Figure F.7: The origin of matched particle-level counterpart of the leading
tau-lepton and subleading tau-lepton. The preselected MC background events
are analysed. In addition, only events where final-state light leptons are matched
to particle-level light leptons are selected.
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Figure F.8: The origin of matched particle-level counterpart of the leading
tau-lepton and subleading tau-lepton. The preselected MC background events
are analysed. In addition, reconstructed light leptons are required to be matched
to particle-level objects assigned to the isolated lepton type.

193



Figure F.9: The type of matched particle-level counterpart of the leading
tau-lepton and subleading tau-lepton. The preselected MC background events
are analysed. In addition, only events where final-state light leptons are matched
to particle-level light leptons are selected.
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G. Excited tau-lepton production
in contact interaction only

Figure G.1: Distributions of mττ and pT lead:τ in assumptions of any ETL decay
mode and decay to exclusively tau∗ → τjj contact-interaction mode.
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H. Rescaling compositeness scale
This appendix discusses the choice of the excited lepton decay mode. In general,
the model assumes excited lepton decay can decay via contact and electroweak in-
teractions. The presented search focuses on the decay through contact interaction
such as tau∗ → tauqq̄. Figure H.1 shows comparison of kinematic distributions
in assumption of decay to all possible decay modes and the contact-interaction
decay mode exclusively. The identity of the distributions justifies the choice of
explicit tau∗ → τjj mode for the presented search.

(a) pτ0
T (b) pτ1

T

(c) mττ (d) LT

Figure H.1: Comparison of basic kinematic distributions in events with excited
tau-leptons (mτ∗ = 200 GeV picked up as a representative) generated at the
compositeness scale Λ = 3 TeV (depicted in red) and Λ = 10 TeV (depicted in
blue).
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I. Search for excited tau-leptons:
selection on collinear fractions
xcoll

0 and xcoll
1

(a) (b)

Figure I.1: The xcoll
0 , momentum fraction carried by the visible decays of the

leading tau-lepton, distributions for SM background (a) and excited tau-leptons
(b) processes.

(a) (b)

Figure I.2: The xcoll
1 , momentum fraction carried by the visible decays of the sub-

leading tau-lepton, distributions for SM background (a) and excited tau-leptons
(b) processes.
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J. Search for excited tau-leptons:
fit variable choice
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(a) (b)

(c) (d)

(e) (f)

Figure J.1: ROC curves for signal-to-background separation for the following
ETL signal mass points: 200 GeV (a), (b); 1 TeV (c), (d); 2.5 TeV (e), (f).
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(a) (b)

(c) (d)

(e) (f)

Figure J.2: ROC for 200 GeV τ ∗ vs. 1 TeV τ ∗ (a), (b). ROC for 200 GeV τ ∗ vs.
2.5 TeV τ ∗ (c), (d). ROC for 1 TeV τ ∗ vs. 2.5 TeV τ ∗ (e), (f).
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K. Search for excited tau-leptons:
optimization of the selection on
LT

(a) (b)

(c) (d)

Figure K.1: The graphs showing effectiveness of discrimination between excited
tau-lepton signal of 200 GeV (1 TeV) mass on the left (right) plots and the total
SM background. The values are obtained in the scan over the ST variable in the
signal region. Several selections intending to increase signal presence are tested:
additional criteria imposed on one the variables meff (the upper plots) and mtotal

T
(the lower plots). The integral significance and AUC are depicted with red and
blue, correspondingly, as a function of the varied value of the given cut. The
background rejection level at the 95% acceptance of excited tau-lepton events is
shown as well (depicted with green).
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(a) (b)

Figure K.2: The ROC curves for separation between excited tau-lepton signal of
masses m = 1 TeV and m = 2.5 TeV when a given selection on meff (a) and mtotal

T
is applied.

(a) (b)

(c) (d)

Figure K.3: The ROC curves for separation between signal and background
(signal) obtained with for the signal regions with the definitive selection LT >
140 GeV.
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L. Fit for setting upper limits
with the Asimov data set

Figure L.1: The correlation between NPs in the fit to real (Asimov) data in the
CRs (SR). The result for the fit in the ETL with mass of 1 TeV is shown.
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Process, Nevents Z → ττ CR Top CR SR
Observed events 92395 3579 4287
Fitted bkgr events 92395.19 ± 303.69 3579.05 ± 57.39 4287.97 ± 43.68
Fitted Z events 37.51 ± 0.83 2872.22 ± 59.10 1185.17 ± 26.64
Fitted Top events 92276.80 ± 303.73 113.86 ± 0.90 1165.56 ± 9.81
Fitted Fakes events 0.00 ± 0.00 501.86 ± 8.93 1833.81 ± 30.17
Fitted Other events 80.87 ± 1.29 91.11 ± 1.60 103.43 ± 1.71
Fitted ET1000 events 0.00 ± 0.22 0.00 ± 0.06 0.00+17.86

−0.00
MC exp. SM events 92395.18 3579.06 4287.97
MC exp. Z events 37.51 2872.23 1185.17
MC exp. Top events 92276.80 113.86 1165.56
MC exp. Fakes events 0.00 501.86 1833.81
MC exp. Other events 80.87 91.11 103.43
MC exp. ET1000 events 1.84 0.47 150.76

Table L.1: The event yields in the fit to the Asimov data set (B-only hypothesis)
in the Z → ττ and Top CRs, and the signal region. The signal of 1 TeV excited
tau-lepton is considered. The Z background combines Z → ττ and Z → ll
processes. The Top background includes tt̄ and Wt. The “Other" background
category includes W + jets, and V V events.

Figure L.2: The dependence of the p0-value on the excited tau-lepton (1 TeV)
signal strength µ. Here the CLb and CLs+b depict the level of confidence in
background (signal+background) model.
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M. Profile scans of nuisance
parameters

(a) (b)

Figure M.1: The profile logarithmic likelihood scan for the NFZ (a) and NFTop
(b) nuisance parameters.

Figure M.2: The negative log-likelihood scan of the tau-lepton energy scale un-
certainty (specifically, its detector component).
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N. Search for excited tau-leptons:
fit to S +B Asimov data set

Figure N.1: The pulls and constraints on the nuisance parameters in the fit to
S+B Asimov data set in the considered CRs and the SR. This result is obtained
in the fit for excited tau-lepton of 1 TeV mass.
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