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Abstract

In this thesis we study completeness properties of infinitary propositional
logics from the perspective of abstract algebraic logic. The goal is to under-
stand how the basic tool in proofs of completeness, the so called Linden-
baum lemma, generalizes beyond finitary logics. To this end, we study few
properties closely related to the Lindenbaum lemma (and hence to com-
pleteness properties). We will see that these properties give rise to a new
hierarchy of infinitary propositional logic. We also study these properties in
scenarios when a given logic has some (possibly very generally defined)
connectives of implication, disjunction, and negation. Among others, we
will see that presence of these connectives can ensure provability of the Lin-
denbaum lemma.

Keywords: abstract algebraic logic, infinitary logics, Lindenbaum lemma,
disjunction, implication, negation

Abstrakt

V této dizertacni préci se zabyvame studiem vlastnosti tplnosti infinitdrnich
vyrokovych logik z pohledu abstraktni algebraické logiky. Cilem prace je
pochopit, jak 1ze zdkladni néstroj v dlikazech uplnosti, tzv. Lindenbaumovo
lemma, zobecnit za hranici finitdrnich logik. Za timto tcelem studujeme
vlastnosti tizce souvisejici s Lindenbaumovym lemmatem (a v dtsledku
také s vlastnostmi dplnosti). Uvidime, Ze na zakladé téchto vlastnosti 1ze
vystavét novou hierarchii infinitarnich vyrokovych logik. Také se zabyvame
studiem téchto vlastnosti v pfipadé, kdy nase logika ma né&jaké (pfipadné
hodné obecné definované) spojky implikace, disjunkce a negace. Mimo jiné
uvidime, Ze pfitomnost danych spojek mtiZe zajist platnost Lindenbaumova
lemmatu.

Keywords: abstrakini algebraicka logika, infinitarni logiky, Lindenbau-
movo lemma, disjunkce, implikace, negace
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1 Introduction

The goal of this dissertation is to contribute to the theory of abstract alge-
braic logic with a focus on infinitary logics. Abstract algebraic logic studies
non-classical propositional logics, seen as structural consequence relations,
via their connections to algebraic semantics. It is a usual practice in the field
to consider mostly logics that can be axiomatized by means of rules with
finitely many premises (thus every proof in these logics is finite). A logic
with this property is called finitary; otherwise it is called infinitary.! Finitarity
seems to be a well-motivated restriction especially regarding the argument
that reasoning is a process performed by human minds or other finite ma-
chines thus, in principle, it should not be infinite. On the other hand, at least
in mathematical practice, we deal with implicitly infinite arguments all the
time. The best example lies behind the w-rule: to prove that all natural num-
bers have some property ¢(n), that is to prove Vny(n), the rule asserts that
we need to prove all the instances ¢(0), ¢(1), p(2), ... What makes this rules
feasible in everyday mathematical practice is the fact that we do not have to
produce all the particular instances. Indeed, it suffices to have a proof of
©(0) and know that this proof can be rewritten to a proof of ¢(n) for every
natural number n. In this sense the w-rule reduces to the well-known in-
duction principle. Thus, arguably, infinitary rules are, from a philosophical
point of view important concepts, and, in many cases, they can be used in
actual reasoning, because they can be represented by finite means.

Another motivation for a systematic study of infinitary logics is that they
can be used to understand some important algebraic structures such as alge-
bras defined over the unit interval [0,1] of reals that play a prominent role in
the field of mathematical fuzzy logic. The main examples that we consider
are the standard Lukasiewicz, product, or Godel algebras, where the first
induces the infinitary Lukasiewicz logic L., the second one the infinitary
product logic I, while the last one actually induces a finitary logic.

! This notion should not be mistaken with with the one regarding logics with infinitary lan-
guages. In our setting all connectives have finite arities.
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In the thesis we intend to remedy the lack of a systematic study of in-
finitary propositional logics. Along the way we deal with various, more or
less natural, examples of infinitary logics which illustrate the general theory.
Some of these examples have a rather unique properties: e.g. we consider a
logic semantically defined by an algebra which contains a part of the abso-
lutely free algebra (Section 4.4), or a logic presented in a language with only
finitely many variables, which ensures some strong properties (Section 5.2).
However, the main examples of infinitary logics are the above mentioned
Lukasiewicz and product logic, which are intensively studied throughout
the text.

In Part I we focus on the most basic logical property: completeness. It
is well known that every logic has a semantics based on logical matrices
and that this semantics in the usual cases corresponds to the expected alge-
braic semantics: e.g. the classical logic is complete w.r.t. matrices based on
Boolean algebras, and intuitionistic logic w.r.t. matrices based on Heyting
algebras. However, we are often interested in completeness with a more re-
fined semantics: in classical logic that is completeness w.r.t. the two-element
Boolean algebra, or in case of fuzzy (semilinear) logics it is completeness
w.r.t. chains—abstractly, in both cases we are looking for completeness w.r.t.
relatively (finitely) subdirectly irreducible algebras. There is a key component to
obtain this completeness result, the so called Lindenbaum lemma: for exam-
ple in classical logic, using its finitarity, we can show that for every set of
formulas, if a formula is not provable from the set, then it can be separated
by a maximally consistent theory. The latter then induces an ultrafilter on
the free algebra and thus its quotient is the two-element Boolean algebra, as
desired.

In non-classical logics, the role of maximally consistent theories is played
by other (weaker) notions of theories. In particular, there are two abstract
notions: since the collection of all theories is a closure system (it is closed
under intersections and the set of all formulas is a theory) we can speak
of (completely) intersection-prime theories. The abstract Lindenbaum lemma
reads as follows, this time in symbols:

If I' ¥ ¢, then there is a (completely) intersection-prime theory 7" such
that TF pand I' C T,

which is true for every finitary logic. Therefore, every finitary logic is com-
plete w.r.t. its relatively (finitely) subdirectly irreducible models. The main
objective of the first part is to understand how far the Lindenbaum lemma
and completeness can be extended in the realm of infinitary logics.

On the other hand, some special kinds of theories are omnipresent in the
literature on non-classical logics:



o Prime theories (either ¢ € T'or ¢ € T'whenever ¢ V1 € T) in logics with
a disjunction.

e Linear theories (either ¢ — ¢ € T or ¢y — ¢ € T) in logics with a
implication.

e Maximally consistent theories which are usually interesting in logics with
a negation that has some strong properties (see below).

Since the prime and linear theories are intersection-prime and maximally
consistent theories are completely intersection-prime, the first part can also
be seen as an abstract study on the role of these theories in the proof of
completeness. Thus in Part II we study these theories one by one with the
aim of understanding how the presence of certain connectives (that is, of
disjunction, implication, and negation) interacts with the general study of
Part I. It should be noted that in the literature there are plenty of results
regarding completeness for infinitary logics, which can be separated into
two groups:

e Results for infinitary modal expansions of classical logic [38, 56, 57, 86,
88], where the proofs of the particular instances of the Lindenbaum
lemma exploit the strong properties of classical negation.

e Results for infinitary expansions of prominent fuzzy logics [18, 65, 70,
90], where the Lindenbaum lemma is mostly obtained using properties
of a disjunction.

Among others we identify two general conditions that ensure provability
of the Lindenbaum lemma in infinitary logics. These results subsume most
of the above results. The Lindenbaum lemma is provable for

e countably axiomatizable logics with a strong disjunction, and
e countably axiomatizable logics that enjoy some generalized version of
the law of the excluded middle of classical logic.

The main objective of Part Il is to present a general study of the mentioned
three kinds of theories (linear, prime, and maximally consistent) and their
corresponding connectives (implication, disjunction, and negation).

Outline

In the preliminary chapter (Chapter 2), we first present the basic notions and
notations of universal algebra and abstract algebraic logic (Sections 2.1-2.5).
While these first five sections contain no new material and are in general
well known (at least to algebraic logicians), the remaining ones are more or
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less new (especially the Sections 2.6 and 2.8). For that reason we decided to
call the chapter “Basic concepts” rather than more usual “Preliminaries”. In
these sections we are mostly occupied with concepts related to infinitarity. In
particular, we speak about compactness and its tranferability to all algebras.
Moreover, we introduce a new notion of an antitheorem (a set of formulas
that cannot be jointly designated in nontrivial matrix) and study its proper-
ties (both compactness and antitheorems are studied in a yet unpublished
manuscript [68]). Finally, in the last section we introduce a dual notion to
natural extensions, the natural expansions (presented in [66]), which can be
useful to prove preservation of properties under expansions (we use it later
in Section 3.3).

Part I: Hierarchy of infinitary logics

First, in Chapter 3, we present the main classes of logics investigated in the
dissertation. In particular, two classes are defined in terms of completeness
properties:

e RSI-complete logics, that is logics complete w.r.t. relatively subdirectly
irreducible models.

e RFSI-complete logics, that is logics complete w.r.t. relatively finitely sub-
directly irreducible models.

Furthermore, two other classes are defined in terms of the two variants of
the abstract Lindenbaum lemma (which we call extension properties, follow-
ing [27]):

o the CIPEP class of logics with the completely intersection-prime extension
property, and
o the IPEP class of logics with the intersection-prime extension property.

and, finally, two classes based on the transferred (semantical) counterparts
of these properties:

e the 7-CIPEP class, and
e the 7-IPEP class.

We then explain their basic relations (as described above)—see Figure 1.1.
For protoalgebraic logics, we provide semantical characterizations of the
extension properties (C)IPEP by means of surjective completeness (Subsec-
tion 3.1.1). Further, we define a notion of (finitely) subdirectly representable
logic, that is, a logic where the class of all models coincides with class
of models subdirectly representable by the relatively (finitely) subdirectly



Finitary —— 7-IPEP » [IPEP » RFSI-complete

>~ ] |

7-CIPEP —— CIPEP —— RSI-complete

Figure 1.1: The classes and their basic relations

irreducible ones. We show that this property precisely corresponds to the
fact that a logic is protoalgebraic and has the transferred extension property
(7-(C)IPEP). The last section of the chapter deals with preservation of these
properties under extension and expansions.

In Chapter 4, we answer the questions postulated above: all of them nega-
tively. That is, we present separating examples witnessing that all the above
mentioned classes of logics are pairwise different. In particular, there are in-
finitary logics that do not enjoy the extension properties (the Lindenbaum
lemma is not provable) and moreover some of these logics are still RFSI-
complete. Therefore, Figure 1.1 in fact describes a new hierarchy of infinitary
logics.

Main results of Part 1

Most of the results presented in this part is a joint work with Carles Noguera
published in [66, 67],> we present a short list of the main ones:

e A new hierarchy of infinitary logics is proposed.
e 7-(C)IPEP + protoalgebraicity <= (finite) subdirect representation.

e The best behaved natural example of an infinitary logic (regarding the
position in the hierarchy) is the infinitary Lukasiewicz logic L. It has
the 7-CIPEP and, in particular, it is subdirectly representable.

e We present a topological result that postulates bounds on the cardinality
of logic given by a class of matrices, thus generalizing the well known
result saying that strongly finite logics, i.e. those that are complete with
respect to finite class of finite matrices, are finite.

e Birkhoff’s subdirect representation theorem does not extend beyond
quasi-varieties: this is consequence of the fact that the infinitary prod-

2 We mention that the least trivial separating example (Section 4.4) was already introduced
in the author’s master thesis, although in a completely different form.
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uct logic I, does not enjoy the 7-IPEP (although it is still in the CIPEP
class). In particular, it is not (finitely) subdirectly representable (it is a
fuzzy logic not representable by chains). The same is true about its equi-
valent algebraic semantics. Moreover, this class of algebras is natural and
almost a quasi-variety.

e We tend to think about the extension properties (C)IPEP as a natural
generalizations of finitary (for example it substitutes the role of finitarity
in the completeness proofs). However, these properties are not in general
preserved under extensions by finitary rules. Though they are preserved
under axiomatic extensions and in many cases also to axiomatic expan-
sions.

Part II: Theories and connectives

In the second part we investigate the role of connectives regarding the gen-
eral theory presented in Part I. Such connectives can be either primitive
symbols of the language or definable by sets of formulas (possibly infinite
with parameters). The basic connection is established via meta-rules that are
typical for each connective. These meta-rules generalize some well-known
properties of classical logic. The semilinearity property for implication

SLP Iy —>vYbtcexy and Y —eobaox = It x.
The proof by cases property for disjunction:

PCP TIokrerx and INiYybaox = LLeVYytcoLx
And finally, the law of excluded middle for negation:

LEM T otcepty and @N-pbepy = koL .

The validity of the general forms of these meta-rules is equivalent to the fact
that the (completely) intersection-prime theories coincide with the particu-
lar kinds of theories corresponding to each connective, that is linear, prime,
and maximally consistent. Similarly for each connective we define a cor-
responding notion of extension property (Lindenbaum lemma for linear,
prime, and maximally consistent theories), which are again equivalent to
the abstract ones in presence of the corresponding meta-rules.

In Chapter 5, we start with semilinear logics and linear theories. Semi-
linear logics were introduced [25] as a mathematical definition of the in-
formal notion of fuzzy logic. They were also studied in the follow-up pa-
pers [29, 30]. We contribute to theory of semilinear logics mainly by study-
ing particular examples of infinitary semilinear logics, most notably the in-



finitary Lukasiewicz and product logic, but we consider many others: for
example, we define and study an infinitary version of truth degree preserv-
ing logics with truth constants based on (i) Lukasiewicz and (ii) Godel logic.
Regarding our theory, these logics always have the linear extension property
(that is, they enjoy some form of the Lindebaum lemma) and, in fact, we see
that the IPEP class is the smallest one in the hierarchy which contains all of
them.

Then, we focus on logics with a disjunction. Disjunction connectives, of
course, were the subjects of many contributions in abstract algebraic logic
(e.g. [32, 35, 48, 51, 89]) or more recently also from the perspective of infini-
tary logics [27]. Most importantly, we prove that countably axiomatizable
logics with disjunction enjoy the prime extension property and we demon-
strate the applicability of this result by presenting (simple) proofs of com-
pleteness for some infinitary logics.

In Chapter 6 we investigate maximally consistent consistent theories
which we decided to call simple. This is motivated by the notion of simplic-
ity from universal algebra. Unlike in the previous cases (of linear and prime
theories), simple theories as far as we know were not systematically studied
in the literature.

The starting point of the new theory that we present in this chapter is the
recent paper by Raftery [82], where he introduces the notion of the so called
inconsistency lemma. This is again a generalization of a well known property
of classical logic:

I'U{p}isinconsistent <= 'k —p.

Observe that the inconsistency lemma in some sense can be seen as a restric-
tion of the classical deduction-detachment theorem:

'u{etFy <<= TI'Fe—.

The study of deduction-detachment theorems and their rich hierarchy (in-
cluding global, local, and parametrized local versions) is one of the impor-
tant parts of the field of abstract algebraic logic. It generalizes the deduction-
detachment theorem of intuitionistic and classical logic to e.g. substructural
and modal logics. To compare: the initial paper [82] on inconsistency lem-
mas was about global version of this property. We aim to continue where the
paper left off and extend the theory, analogously to deduction-detachment
theorems, to local and parametrized local versions.

Arguably, the right framework to study deduction-detachment theorems
is the class of finitary protoalgebraic logics. Indeed, deduction-detachment
theorems imply protoalgebraicity and their properties (characterizations, al-
gebraic equivalents, transferability etc.) are always proved for logics in this
class. In comparison, even though in [82] inconsistency lemmas were stud-
ied in the same class (finitary protoalgebraic logics), we claim it is not the



8 Chapter 1. Introduction

best possible framework. For this purpose we generalize the class of proto-
algebraic logics to a richer class of logics that we call protonegational (they
bear a stronger connection with negation rather than implication). Interest-
ingly enough, in the case of inconsistency lemmas even the assumption of
finitarity can weakened to compactness. Schematically on one side we have

e deduction-detachment theorems, protoalgebraic logics, implication, fini-
tarity, and rules,

while on the other side we have

e inconsistency lemmas, protonegational logics, negation, compactness,
and inconsistent sets.

We thus start this chapter presenting the protonegational logics, which in
essence are precisely logics enjoying the same properties as protoalgebraic
logics but restricted to simple theories. In the second section, we deal with
the hierarchy of inconsistency lemmas. We also investigate a natural dual
notion of this property; in classical logic:

I'U{~p}isinconsistent <= I} o,

which is nothing else than the law of excluded middle in disguise.
Interestingly enough, the most general form of this property, that is the
dual parametrized local inconsistency lemma is a syntactical counterpart of
semisimplicity. Moreover, countably axiomatizable logics with this property
enjoy the simple extension property (which is again a version of the Linden-
baum lemma in infinitary setting). Then, in Section 6.3 we define yet another
closely related notion, antistructural completion, which is, dually to structural
completion, the strongest extension with the same simple theories (resp. the
same inconsistent sets of formulas/antitheorems). In the remaining three
sections, we only briefly suggest possible directions for further research.

e We explain the utility of inconsistency lemmas and antistructural com-
pletions in the study of Glivenko-like theorems [4, 14, 15, 16, 17, 54, 55].

e We generalize suitably the standard form of deduction-detachment theo-
rems [33, 34, 36, 81] and inconsistency lemmas [82] to remedy the follow-
ing shortcoming of the definition in case of infinitary logics. Namely, the
idea behind deduction-detachment theorems is to turn rules into theo-
rems, but with the standard definition this cannot in general be achieved
for infinitary logics (because we can move only finitely many premises
to right-hand side of the turnstile). In fact, it turns out, rather surpris-
ingly, that every logic with some deduction-detachment theorem always
enjoys at least the parametrized local one in the stronger setting (every
rule corresponds to the provability of some theorems).



Finally, we provide a possible alternative presentation of protonegational
logics. This time generalizing the notion of protoalgebraicity by splitting
its defining properties into pair of logics (protoalgebraic pairs).

Main results of Part 11

Again, we briefly summarize the main results of this part. The part about
disjunction is a joint work with Marta Bilkovd and Petr Cintula published
in [5]. The part about simple theories is a joint work with Adam Ptenosil
contained in an unpublished manuscript [68].

The Lindenbaum lemma is proved for logics with a disjunction and
countable axiomatic system.

We demonstrate the applicability of the previous abstract result to prove
completeness for some infinitary logics and summarize the already well
known (but nowhere published) axiomatizations of these logics.

We investigate various cut properties and relate them to the pair exten-
sion lemma.

We introduce and study a new hierarchy of inconsistency lemmas. We
show that in some setting the full pair extension lemma is equivalent to
finitarity.

A new class of protonegational logics is defined as a framework to study
these properties.

We provide a syntactical characterization for logics such that their simple
models are closed under submatrices.

The dual inconsistency lemma are proved to be a syntactical characteri-
zation of semisimplicity.

Antistructural completions are introduced and studied.

We describe the local deduction-detachment theorem of the infinitary
Lukasiewicz logic, which is so far the only one known in the literature
which necessarily uses a family of deduction-detachment terms consist-
ing of infinite sets.

We fully characterize substructural logics which are Glivenko equivalent
to classical logic using only syntactical means (inconsistency lemmas
and antistructural completions are used).






2 Basic concepts

In this preliminary chapter we will mostly review the basic notions and
notations of abstract algebraic logic. For more information we refer the
reader to [7, 8, 35, 49, 50], for a comprehensive treatment we recommend
the recent monograph [46]. We remark that the last three sections are largely
based on new results.

2.1 Closure operators and logics

A mapping C: P(A) — P(A) is called a closure operator on a set A if it is

o extensive,i.e. X C C(X) forevery X C A4,
e idempotent,ie. C(X) = C(C(X)) for every X C A, and
e monotone, i.e. C(Y) C C(X) whenever Y C X C A.

A family C C P(A) is called a closure system on a set A provided that it is
closed under arbitrary intersection and it contains the set A. It is well known
that a closure system C on A gives rise to a closure operator on A, defining
C(X)=({Y €C| X CY}forevery X C A. And vice versa the collection
of all closed sets of the closure operator C' on A4, i.e. the fixed points of C' (sets
X C Asuch that X = (X)), is a closure system on A. Additionally, every
closure system C can be given a complete lattice lattice structure by taking
intersections as meets and C'(X UY') as joins of X,Y C A.

In fact, closure operators (systems) provide the fundamental connection
allowing the general study of logical systems with tools of (universal) alge-
bra: indeed, we can define the abstract notion of logic as a special kind of
closure operator on the set (algebra) of formulas of a given type.

A propositional language L is a pair (L, Varc), where L is an algebraic type!
and Var. an infinite set of variables. For simplicity we always assume that

! We stress out that all connectives have finite arities.
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the size of Var. is an infinite regular cardinal. As a notational convention
we use boldface calligraphic variables for languages £, L’ ... and, unless
said otherwise, we assume them to be pairs of the corresponding form, that
is (L, Varg), (L', Varzr) ...

By Fm,(X) (resp. Fmz(X)) we denote the absolutely free term alge-
bra of type £ with the set X as generators (resp. its universe). We call
Fm(Varc) the algebra of L-formulas and we denote it simply by Fm (we
write Fm for its universe, i.e. for the set of all £L-formulas).

An endomorphism of Fm is called an L-substitution. An L-consecution
is a pair I' > ¢, where I' U {¢} C Fm,. We write simply ¢ instead of
() > . We use small Greek letters o, 1), x ... as variables for formulas and
capital Greek letters I', A, ... as variables for sets of formulas. Given a set of
L-consecutions L, we write I" 1, ¢ rather than I' > ¢ € L.

A logic L in the language £ is a set of L-consecutions (that is L C
P(Fmg) x Fmg) satisfying:

*ohLy (Reflexivity)
e ['FLp = I,AlLop (Monotonicity)
o [y, Aand A Fr, Y == Iy, ©. (Cut)

o ', o = o[I]Fy o(p) for each L-substitution o (Structurality)

Intuitively by I" -1, ¢ we mean that in the logic L the formula (the statement)
¢ is a deductive consequence of the set of premises I". We also write I" 1, A
when I" 1, ¢ for every ¢ € A.

For every logic L there is a natural mapping Thy,: P(Fmg) — P(Fmg)
defined by Thy,(I') = {¢ € Fmg | I' b1 p}—ie. the mapping that
assigns to every set of formulas its deductive closure. It is easy to see
that Thy, is a closure operator on F'm ¢, which satisfies an additional prop-
erty, the structurality: for every substitution o and I" C Fm it holds that
o[Thy,(I")] € Thy(o[I']). On the other hand, any structural closure operator
C on F'm induces a logicby I' - ¢ iff p € C(I).

A formula ¢ derivable from empty set of premises, i.e. 0 Fy, ¢, is called
a L-theorem. If I" +1, Fm, we call I' an inconsistent set of formulas. An L-
theory T is a deductively closed set of formulas, that is ¢ € T whenever
T b1, ¢. The set of all L-theories is denoted as ThL and, in fact, it is the
closure system associated to Thy,. Thus, Thy,(I") is the L-theory generated
by I'. A logic L is called trivial if Fm ¢ is the only L-theory.

There is a natural relation between logics:

L<L' <= I'tby pimpliesI ty, ¢ forevery I', ¢ in the language of L.

We say that L' is an expansion (resp. extension) of L if L < L’ (and they share
the same language).
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We will often drop writing L-, £-, resp. £L- when the logic, language, resp.
type is known from the context. Similar convention will be adopted for other
later defined notions. Also often when proving general properties about log-
ics or algebras we will not be mentioning the language or the type at all.

2.2 Universal algebra

For a detailed treatment of universal algebra we address the reader to the
monographs [3, 9]. Given a type £ and a set X by Eq,(X), we denote the set
of all equations in variables X, that is Eq,(X) = Fmz(X) x Fmg(X). Simi-
larly, as in the case of formulas, we usually work with a chosen set of vari-
ables; thus, for a language £, we write again Eq, instead of Fm (Varc).
A generalized quasi-equation in L is an expression of the form © > o ~ f,
where © U {a =~ } C Eq,. It can be seen as an equational analog to the
notion of consecution. We drop the word “generalized” when € is a fi-
nite set of equations. We use variables A, B, ... for algebras. Now, given
a a class of algebras K, the corresponding equational consequence relation
=k € P(Eq,) X Eqp is defined by

O =k a~ f <= foreach A € K and each homomorphisme: Fm, — A
e(a) = e(B) whenever e(d) = e(e) for every d ~ € € 6.

By I,H,S,P,Psp, Py, and Pg, respectively we denote the usual class
operators of isomorphisms, homomorphisms, subalgebras, products, iso-
morphic copies of subdirect products, ultraproducts, and reduced products
over k-complete filters (i.e. filters closed under intersection of families of size
< k). A class of algebras is called a generalized quasi-variety (resp. quasi-variety,
variety) if it is axiomatized by a collection of generalized quasi-equations
(resp. quasi-equations, equations) in some language £ or equivalently if the
class is closed under I, S, P, and U,, for k = | Varz| (resp. under I, S, P, Py,
resp. H, S, P), where U,, studied in [6], stands for

U, (K) = {A | every k-generated subalgebra of A belongs to K}.

If k = w we write simply U.

Given a class of algebras K and an algebra A, by Con A we denote the
lattice of all congruences on A, and by Conk A we denote the lattice of all
K-congruences, i.e. the collection of congruences © on A such that A/6 € K.
When K is a quasi-variety, the lattice Conk A is algebraic.

An algebra A is subdirectly representable by algebras {Bi}ic, if there is
a subdirect embedding e: A —sp [[,c; B;, that is, an embedding such that
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every homomorphism 7; o e is surjective (where 7;: [[,c; Bi — B is the
projection map). An algebra A is (finitely) subdirectly irreducible relative to
a class K, in symbols A € Kgp)gy, if it cannot be non-trivially subdirectly
represented by a (finite) family of algebras from K (that is, one of the maps
m; o e is an isomorphism). Equivalently,

e A € Krgp <= Conk A\ {Ida} has a minimum (w.r.t. C).
o AcKrpsi < 0Ny =1da implies that either § =1Id4 or p =1Id4
for every 6, ¢ € Cong A.

2.3 Matrix semantics

Given a type £, an £-matrix is a pair A = (A, F'), where A is an L-algebra
(the algebraic reduct of the matrix) and F' C A is called a filter of the matrix.
A matrix (A, F') is called trivial provided that A = F. Given a class K of £-
matrices and a language £, the corresponding semantical consequence relation
is defined as:

I'' =x ¢ <= foreach (A, F) € Kand each A-evaluation e
(i.e. a homomorphism e: Fm,g — A) such that
e[l'] C F,wehave e(yp) € F.

It is easy to see that the relation =k is a logic in £. Note that we often write
= instead of }:{A}.

Given a matrix A = (A, F'), we say that a congruence 0 of A is compatible
with F iff for each a,b € A:

(a,b) €0 and a € F = beF.

Compatible congruences with F' form a complete sublattice of the lattice
of all congruences of A, and thus there exists the largest such congruence,
which is called the Leibniz congruence of A and is denoted as £24 F. Equiva-
lently, (a,b) € 24F if and only if

eA(a,c1,... ) EF = pA(bcr,...,cy) EF

for every formula ¢(p,71,...,7,) and every cy,...,c, € A. We can see 24
as a mapping from L-filters on A into Con(A), this mapping is called the
Leibniz operator. In case A = F'm g we write simply §2. We say that A is a
reduced matrix if 24F =1d4. A (reduced) matrix A is a (reduced) model of L
if 1, C =¢a}- The class of all models (resp. reduced models) of a logic L is
denoted as Mod L (resp. Mod™* L).
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Let us briefly describe the reduction process. A map h: (A, F) — (B,G) is
called a matrix homomorphism if it is a homomorphism between the under-
lying algebras and h(a) € G whenever a € F. Moreover, it is called strict if
also the other implication holds, that is, h(a) € G implies a € F. Note thata
surjective h: (A, F) — (B,G) is

strict <= F=h"lh[F] <= KerhC Q4F

An embedding is a strict and injective homomorphism, moreover, if it is also
surjective, it is an isomorphism. For every (A, F) € ModL its reduction is
defined as

(A F)* = (A" F*) = (A/QAF, F/QAF),

where A/24F is the quotient of A by the congruence 24F and F/NAF
is the collection of 24 F-equivalence classes [a] such that a € F. There is
a natural reduction map r: (A, F') — (A, F')* assigning to every a € A the
equivalence class [a]. This map is a strict and surjective homomorphism.

It is well known that, for any logic L, the class of its (reduced) models
gives a complete semantics (meaning k1, = Emodl, = FMod* 1.); however,
it is common to consider meaningful subclasses of reduced models, such as
the relatively (finitely) subdirectly irreducible matrices, which may provide
stronger completeness theorems.

A matrix A € K is relatively (finitely) subdirectly irreducible in the class of
matrices K, if it cannot be decomposed as a non-trivial subdirect product
of an arbitrary (finite non-empty) family of matrices from K. We write
Modgg L (resp. Modgpg L) for the classes of models that are relatively
(resp. finitely) subdirectly irreducible in Mod™* L. The models in ModE(F)SI L
are sometimes simply called R(F)SI-models. A logic L is R(F)SI-complete if
FL = FMods gy, Lt

The class of algebraic reducts of Mod* L is denoted as Alg*L. Alg*L is
also called the algebraic counterpart of L. Given a matrix A = (A, F), we
say that F' is an L-filter provided that A is a model of L. By Fij, A we de-
note the set of all L-filters over A; Fij, A is also a closure system (and, con-
sequently, a complete lattice) and hence it also induces a closure operator
which we denote as Fif! (note that Fif*(X) is the least L-filter containing
X). The L-filters on the algebra of formulas are precisely the theories of L,
that is, Fir,(Fmg) = ThL.

Example 2.1. Classical logic CL in language CL = ({V,A,—,~,0,1}, Var)
can be introduced as the logic semantically given by the matrix (2, {1}), i.e.
CL = [}, where 2 is the two-element Boolean algebra. As
expected, the class of all algebraic models of CL, i.e. Alg*CL, is the class
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of all Boolean algebras denoted as BA. Moreover, for every Boolean alge-
bra B, the collection of all CL-filters, Ficy, B, precisely coincides with the
collection of all lattice filters (upward closed subsets which are closed under
meets)—which motivates the terminology for L-filters. The (finitely) subdi-
rectly irreducible models of CL have a particularly nice description, in fact,
the only one, which is non-trivial is the two-element Boolean algebra based
matrix (2, {1}).

2.4 Lebniz hierarchy and implicational logics

One of the basic research interests in abstract algebraic logic is to provide
general classifications of logics by means of their properties. One of the
most fruitful approaches of this kind is the investigation of the so called
Leibniz hierarchy, which classifies logics via properties of the Leibniz oper-
ator £2. The hierarchy was proposed and first developed by Blok, Pigozzi,
and Czelakowski and others [7, 8, 31]. The original hierarchy, which is more
important for the present text, classifies logics based on the formula defin-
ability of the Lebniz congruence/operator. However, let us mention that the
hierarchy was extended by Raftery in [80] and more recently by Moraschini,
see [71, 72], by classes of logics based on definability of truth.

Since in the present text we are more interested in the study of impli-
cation, we are following the implication-based approach to introduce the
Leibniz hierarchy as in [25] (where the author generalizes the implication
connectives in sense of Rasiowa [83]) rather than the standard equivalence
(congruence) based approach.

Let A(p,q,7) € Fmg be a set of formulas in two variables and, possibly,
parameters 7. Then, for an algebra A and a,b € A, we define

A*a,b) = {x*(a.b,&) € A| x(p,q,7) € Aand ¢ € A}.

In case of formulas ¢, 1) we write simply A(p, ). In many cases we speak
about a set of formulas =(p, ¢, 7), then we use rather the infix notation, that
is we write a =4 b instead of = (a, b). Moreover, we denote by < (p, ¢, 7)
the set =(p,q,7) U =(q,p,7), the symmetrization of =. We say that = is a
weak p-implication (or just weak implication if there are no parameters 7) in L
if the following conditions are satisfied:
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R) FLe=9,

(MP) p,0 =9 L7,

(T) =2 ¢Yv=xFLe=x

(sCng) ¢ YL X1y s Xiy @y -« sXn) = (X1 -y Xis ¥y ooy Xn)
for each (¢,n) € £ and each i < n.

A logic is called weakly (p-)implicational if it has a weak (p-)implication.
= induces a natural preorder on every model A = (A, F') given by

a<tb —= a=4bCF

We will often write simply <# when = can be inferred from the context.
In case of semantically defined logics this relation can be used to determine
that the logic is weakly p-implicational:

Observation 2.2. If = is a weak p-implication in L, then <2 on every re-
duced model A = (A, F') which makes F' an upset. Conversely, if L = =g
for a class of matrices K and <A is an order relation which makes F an
upset on every A = (A, F) € K then = is a weak p-implication in L and,
consequently, K C Mod* L.

Weakly p-implicational logics are actually an alternative presentation of
protoalgebraic logics—analogously all classes of implicational logics corre-
spond to classes in Leibniz hierarchy; cf. Figure 2.1, where the black ones
form the original hierarchy.

A set of formulas A(p, ¢,7) in two variables (and with parameters 7) is a
called a set of congruence formulas (with parameters) for L if for every model
(A,F)and a,b € A we have

(a,b) € RAF  «— A%(a,b) C F. (2.1)

If = is a weak (p-)implication, then its symmetrization is a set of congru-
ence formulas (with parameters) for L and, conversely, every set of congru-
ence formulas (with parameters) is a weak (p-)implication. A set of formulas
=(p, q) in two variables satisfying (R) and (MP) is called a protoimplication.

Proposition 2.3. The following are equivalent for every logic L:

(i) L is weakly p-implicational (protoalgebraic).
(ii) L has a set of congruence formulas with parameters.

(iii) L has a protoimplication.

(iv) L enjoys the correspondence theorem: for every strict surjective homomor-
phism f from a model (A, F) to (B, Q) the function f: [F,A] — |G, B|
defined by f(H) = f[H]| for H € [F, A] is a lattice isomorphism.

(v) §2 is monotone over Th L.
(vi) £24 is monotone over Fiy, A for every algebra A.
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Rasiowa-implicative

7\

regularly finitely

implicative Rasiowa-implicational
algebraically regularly finitely Rasiowa-implicational
implicative algebraizable / \
weakly finitely regularly Rasiowa-p-implicational
implicative algebraizable ‘/algebraizabl\e /
finitely = finitely algebraizable regularly weakly _  regularly
weakly implicational equivale& / \ / algebraizable ~ p-implicational

weakly implicational = equivalential weakly algebraizable = 2/9ebraically

p-implicational

N\

weakly p-implicational = protoalgebraic

Figure 2.1: Hierarchy on implicational logics and Leibniz hierarchy
compared.

A logic L with a weak (p-)implication = is called algebraically
(p-)implicational, resp. (weakly) algebraizable, provided that there is a set of
equations in one variable £(p) such that

p L {alp) & B(p) |[a=p &} (Alg)

or, equivalently, L is algebraically (p-)implicational if there is a set of formu-
las A(p, ¢, 7) in two variables p, ¢ (and with parameters 7), a set of equations
in one variable £(p), and a class of algebras K such that

'Ly <= &I EFkE(p) (Alg1)
ar f =k E[A(a, B)]. (Alg2)

An equivalent algebraic semantics for L is the largest K satisfying (Alg)
and (Algy), it coincides with the class Alg*L. If K satisfies (Alg;) and (Algs),
then Alg*L is the generalized quasi-variety in £ generated by K:

Alg*L = GQ(K) = Ujyq, | ISP(K).
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If L is algebraically p-implicational, then the Leibniz operator is a complete
lattice isomorphism N4 Fip A = Conpjg*1, A on every algebra A. This
implies that on every algebra A € Alg*L, there is a unique F' C A such
that (A, F) € Mod™ L (F is the smallest element in Fir, A). Thus, if = sat-
isfies (Alg), then every algebra A € Alg*L can be equipped with a unique
order relation <4 given by <2 as defined above (for the unique filter which
makes the algebra a reduced model).

Alogic L with a weak (p-)implication = is called Rasiowa-(p-)implicational
if it satisfies

YL =1, (Ras)
and regularly (p-)implicational if it satisfies
YL =9 (Reg)

In regularly (p-)implicational logics the class Mod* L is unital, that is, if
(A,F) € Mod™*L, then F is a singleton, i.e. F = {a} for some a € A.
Moreover, if L is Rasiowa-(p-)implicational, then this element a is the largest
wrt. < A

Finally, we speak about implicative logics if = can be taken as one for-
mula without parameters. We usually write — instead of = and <« for its
symmetrization.

2.5 Deduction-detachment theorems

In this section, we will briefly describe the hierarchy of deduction-detachment
theorems, which we generalize later in Chapter 6.

A family of sets of formulas ¥ (p, ¢, 7) with two designated variables p, ¢
and possibly parameters 7 is called a family of deduction-detachment (DD) sets
for L, provided that for every I" U {¢, ¢/}, we have

INotry <= Ik I(p,,0) for some I(p,q,7) € ¥

and some § € F mZ’"‘.

A logic L is said to enjoy the

o parametrized local deduction-detachment theorem, PLDDT, if it has a family
of DD sets.

o local deduction-detachment theorem, LDDT, if it has a family of DD sets
without parameters.

o global deduction-detachment theorem, GDDT, if it has a family of DD sets
without parameters consisting of a single set.
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It is well known that every logic enjoys the PLDDT if and only if it is
weakly p-implicational (resp. protoalgebraic) [36]). In other words, there is a
obvious strong connection between generalized implications and deduction-
detachment theorems.

In the remaining part of this section we recall the main semantical coun-
terparts of local and global DDT. A matrix (A, F') is a submatrix of (B, G),
in symbols (A, F) < (B,Q), if A is a subalgebra of B and F = G N A.
A logic L is said to enjoy the filter extension property, FED, if for every
two models (A, F), (B,G): if (A,F) < (B,G) and there is FF C F’ €
Fiy, A, then there is G C G’ € Fiy, B such that (A, F') < (B,G"). It was
proved in [34], that at least for finitary protoalgebraic logics the FEP is
equivalent to the LDDT.

An algebra A = (A,x,V,T) is called dually Brouwerian semilattice if
(A,V,T) is ajoin semilattice with top element T and for every a, b, c € A:

axb<c¢ < a<bVe

For a finitary protoalgebraic logic L, it was proved in [33], that the GDDT
is equivalent to the fact the join semilattice of finitely generated (compact)
theories is dually Brouwerian (or, equivalently, the join semilattice of finitely
generated filters on every algebra A is dually Brouwerian).

There are other notions of deduction-detachment theorems, e.g. the con-
textual DDTs [81], which we, however, do not study in the thesis.

2.6 Finitarity and beyond

In this section, we will investigate basic concepts that are related to the
notion of infinitarity such as cardinality and compactness.

A closure operator C' on A is said to have cardinality r for x an infinite
cardinal, we write card C = &, if  is the least infinite cardinal such that for
every {a}UX C A4, itis the case that a € C'(X) implies that thereis Y C X of
cardinality < & such that a € C'(Y'). Moreover, C is called finitary provided
cardC = w. It is well known that a closure operator C' is finitary if and
only if the associated closure system C is inductive, meaning that the union
every directed family D C C is a closed set, i.e. | JD € C. Additionally, the
lattice of closed elements of a finitary closure operator is algebraic, meaning
that every closed set can be expressed as a join of some family of compact
elements, which are precisely the closed sets of the form C'(X) for X finite—
for more details see [9, §5].

Translating this terminology to logics, we say that L is finitary (has cardi-
nality x, we write card L = x), when the closure operator Thy, is finitary (has
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cardinality ). In other words, in finitary logics every consequence derivable
from a given set of premises, already follows from finitely many of them—
that is, if I" b, ¢, then there is a finite I C I" such that I +, ¢. Finally,
logics, which are not finitary, are called infinitary.

Often, when we investigate infinitary logics, it happens that we need
to presuppose some cardinality restrictions in order to prove the desired
results. The most common ones are the following;:

Definition 2.4. We say that L has

(i) enough variables if card L < | Varg|™,
(ii) asmall typeif |L| < |Varc|.

We also say that a set (or a matrix) is x-small if it has cardinality < x (the
universe of the algebra is x-small).

Observe that L has a small type if and only if |Fmz| = |Varg|, and every
such logic has enough variables. In particular, both of these restrictions are
rather weak.

There is another notion closely related to cardinality of logics and
closure operators, which was studied for certain classes of logics e.g. in
[19, 24] and more recently in [68]—it is the notion of compactness. A clo-
sure operator C on A is said to be k-compact, we write card™ C = &, if  is
the least infinite cardinal such that for every X C 4, if A = C(X), then we
can infer that there is a set Y C X of cardinality < « such that A = C(Y).
An w-compact closure system is simply called compact. Similarly for logics,
that is, L is compact if every inconsistent set has a finite inconsistent subset.

Example 2.5. In context of logics compactness has the well-known natural
reading saying that every finitely satisfiable set of formulas is satisfiable.

Next, we shall investigate some properties of cardinality and compact-
ness and how they are related together. In fact, if our finitary logic satisfies
some natural precondition, we can deduce it is compact—Proposition 2.14.
The necessary assumption is the following notion:

Definition 2.6. We say that a set of formulas A is an antitheorem? in L, we
write A F, ), provided it cannot be designated by an evaluation on a non-
trivial matrix—meaning there is no (A, F) € ModL with F' # A and an
A-evaluation e such that e[A] C F.

2 Antitheorems are introduced and studied in a joint paper with A. Pfenosil [68]. Some of the
results were already published in Pfenosil’s Ph.D. thesis [79].
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To motivate the terminology: an antitheorem is a natural dual notion to
theorem, which, in contrast, is a formula that is designated in every model
by every evaluation. Next example shows that a finitary logic without an
antitheorem need not be compact.

Example 2.7. Let CL* be the positive fragment of CL, that is, the logic in the
language of classical logic without negation — and the constant L such that
I' ey @iff I' =cr ¢ for every I'U {¢} C Fm -+. First, we observe that it
does not have an antitheorem: since there is the evaluation e: Fm, .+ — 2
which assigns 1 to every formula, every set of formulas can be designated
in the model (2,{1}) € Mod* CL*. Similarly, one can see that I" ¥y + p,
whenever the variable p does not occur in I, which clearly implies that the
logic is not compact.

Before going any further, we shall describe some basic properties of
antitheorems. First, observe that while, clearly, every antitheorem is an in-
consistent set of formulas, the converse is not in general true (e.g. the set
Fm -+ from the previous example is inconsistent but not an antitheorem).

Proposition 2.8. The following are equivalent for every logic L:

(i) I is an antitheorem.
(ii) o[I'] 1, F'm for every substitution o.

Proof. (i)—(ii): o[I'] is also an antitheorem: if some evaluation e would non-
trivially designate o[I'], then the evaluation e o ¢ would designate I".
(ii)—(i): Let {p;}i<w be an infinite sequence of variables and consider a
substitution o given by o(p;) = p;+1 and o(q) = ¢ for any remaining variable
g (note that pg is not in the range of o). We know that o[I"] -1, pg. Consider
a matrix (A, F') € Mod L and an evaluation v such that v[I"] C F. For every
a € A, define an evaluation v, by ve(pi+1) = v(pi), va(po) = a, and v,(q) =

v(q) for the remaining variables. Therefore, since v,[o[I']] = v[[] C F, we
obtain that a = v,(pp) € F. In other words, F' = A and (A, F) is a trivial
matrix. O

Corollary 2.9. Antitheorems are closed under substitutions.

Corollary 2.10. For every logic it is the case that every inconsistent set of formulas
I" which does not use every variable is an antitheorem.

The second corollary is often very useful, because it, in particular, implies
that every finite inconsistent sets of formulas is an antitheorem. Moreover,
once a logic have some antitheorem, the two notion coincide:
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Proposition 2.11. Let L be a logic with an antitheorem. Then, every inconsistent
set of formulas in an antitheorem. That is, for every I' C Fm:

I'r) <= TI'F Fmg.

Proof. Suppose I' = Fm g, then in particular I" - A for some antitheorem A.
The result follows, since if I" would be non-trivially designated, so would
be A, which is not possible. ]

The previous two propositions allow us to prove characterizations of the
fact that a given logic has an antitheorem.

Corollary 2.12. A logic L has an antitheorem if and only if o[Fmg] -1, Fmc for
every substitution o.

Theorem 2.13. For every logic L, the following are equivalent:

(1) L has an antitheorem.
(ii) Non-trivial models of L are closed under submatrices.

Proof. (i)—(ii): Suppose A is an antitheorem and take a trivial submatrix of
a model, (B, B) < (A, F). Then, A can be designated in both (B, B) and
(A, F). Thus, by the definition of an antitheorem, F' = A.

(ii)—(i): We will argue by the previous corollary. Observe that

(c[Fmg],c[Fmc]|) < (Fmg, Thy(c[Fmg]))

for every substitution 0. Hence, by (ii), the second matrix is trivial, which
amounts to o[Fmg| F Fmg. O

Finally, we relate finitarity, compactness, and antitheorems. For the proof
recall that Mod L is closed under ultraproducts for every finitary logic L—cf.
[46, Proposition 4.66].

Proposition 2.14. A finitary logic L has an antitheorem if and only if it is compact.

Proof. The left-to-right direction: suppose that every finite subset of I is
consistent. In particular, they are not antitheorems. Thus, each of these fi-
nite subsets are non-trivially designated by an evaluation in some model.
Using a standard ultraproduct construction (considering an ultrafilter on fi-
nite subsets of I" generated by the sets [n = {A’ | A C A’ C I'}), we can
easily collect these evaluations and models into one large non-trivial model
witnessing the fact that " is not an antitheorem. Consequently, I" is not an
inconsistent set (Proposition 2.11).

On the other hand every compact logic necessarily has a finite inconsis-
tent set of formulas, which, by Corollary 2.10, is an antitheorem. ]
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We can also prove a general version of the previous proposition this time
by syntactical means.

Proposition 2.15. If L has an antitheorem, then card™ L < card L.

Proof. Assume I' I () and fix a substitution o with variable p not in its range
which has a left inverse substitution ¢, i.e. § o o = Id. Proposition 2.8 implies
that o[I'] - p. Then, there is A C ¢[I'] of cardinality < card L such that A |- p.
Since p does not occur in A by structurality, we can conclude that A = Fm ¢
and by Proposition 2.11 we know A + (). Finally, by Corollary 2.9, §[A] is an
antitheorem of a small size and we are done, because §[A] C I'. O

It is well known that once our logic L is finitary, then so is Fi;, A on ev-
ery algebra A. This transfer result can be easily proved for arbitrary regular
cardinality (see Corollary 2.20). On the other hand the transfer of compact-
ness turns out to be a more intricate issue and it remains an open ques-
tion whether it can proved in complete generality. However, at least we
know that in case of protoalgebraic logics it transfers (later in Section 6.1
we show the result for a different class of logics). In the proof we utilize the
result characterizing filter generation in protoalgebraic logics [46, Proposi-
tion 6.12]. We present a slightly more general version that extends beyond
finitary logics. It can be proved in the same way.

Proposition 2.16. Let L be a protoalgebraic logic with enough variables and A be
an algebra. For any X U {a} C A, a € FifX(X) if and only if there is a | Var |-
small I' U {@} such that I" 1, @ and there is an A-evaluation h such that h[I"] C
X UFi(0) and h(y) = a.

An analogous result can be proved for antitheorems:

Proposition 2.17. Let L be a protoalgebraic with enough variables and with an
antitheorem and let A be an algebra. Then, for every X C A, Fi{(X) = A if
and only if there is | Var ¢ |-small antitheorem A and an A-evaluation h such that
hlA] € X UFif(0).

Proof. The direction from right to left should be obvious. For the other one
suppose A = Fif*(X) and let A(p) be an antitheorem in one variable p (it
exists by Corollary 2.9). By the assumptions and by Proposition 2.15 we can
assume it is | Varz|-small. Let us take an arbitrary A-evaluation f. By the
previous proposition, for every o € A, there is a | Varz|-small I, - ¢, and
a suitable evaluation h, witnessing f(a) € Fif*(X), i.e. we have ha(¢a) =
f(@). Note that we can assume that I, U {¢} is written using unique set of
variables for every a and none of them uses p. Let = be a protoimplication
in L and define
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A = U r,u U Ya = Q.
acA acA

Clearly, A’ is an antitheorem. Moreover, every evaluation h, which agrees
on variables from I', U {¢,} with h, and on p with f, satisfies the condition
of the proposition—note that, since h(p,) = f(a) = h(a), we obtain hlp, =
o] C Fif*(0). Finally, it is easy to compute that A’ is indeed | Var z|-small
(since L has enough variables, we can assume that |=| < | Varc|). O

Finally, we use this proposition to show that at least in some situations
(k-)compactness transfers to all algebras.

Theorem 2.18. Let L be a protoalgebraic logic with enough variables and with an
antitheorem. If L is at most x-compact, then so is Fif* for every algebra A.

Proof. Suppose Fif}(X) = A. Then, by the previous proposition, there is
an antitheorem A(p) and a suitable evaluation h. By x-compactness, the
antitheorem can be assumed to have cardinality <« and, clearly, the set
Y = h[A] N X generates the trivial filter; in symbols Fif} (V) = A. O

Finally, we shall describe the notion of proof and axiomatic system for
(in)finitary logics: an axiomatic system AS in the language L is a set AS of
consecutions closed under arbitrary substitutions. The elements of AS of
the form I' > ¢ are called axioms if I' = (), finitary deduction rules if I" is
a finite set, and infinitary deduction rules otherwise. An axiomatic system is
said to be finitary if all its deduction rules are finitary. Note that we require
axiomatic systems to be closed under substitutions, which is convenient for
example to deal with countably axiomatizable logics.

Since in this text we are mostly interested in infinitary logics, we need
to introduce and study the notion of infinitely long proofs. We present a
natural generalization of finite Hilbert style proofs, that is, of proofs as finite
sequence of formulas. Proofs for us are represented by infinite well-founded
trees (i.e. trees with no infinite branches), where the well-foundedness is
the key feature allowing us to retain some basic properties of the standard
finite proofs, e.g. we can still use inductive arguments to argue about proofs.
Formally, a proof of a formula ¢ from a set of formulas I in AS is a well-
founded tree labeled by formulas such that

e its root is labeled by ¢ and leaves by axioms of .AS or elements of I" and
e if anode is labeled by 1) and A # () is the set of labels of its preceding
nodes, then A > ¢ € AS.
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We write I ks ¢ if there is a proof of ¢ from I" in AS. It is easy to see that
Fas is a logic and, moreover, if AS is finitary, then so is 45 (an easy conse-
quence of the well-known Konig’s lemma about finitely branching trees)—
similarly, proof systems with rules with cardinality < x generate logics of
cardinality at most « (provided « is a regular cardinal). We say that AS is an
axiomatization or a presentation of L if 1, = k4.

The notion of a proof also transfers to all algebras: the elements of a filter
generated by a set are characterized in the next proposition by means of the
notion of a proof in algebra.

Proposition 2.19 ([27, Proposition 2.4]). Suppose L is a logic, AS one of its
presentations, A an algebra, and X U {a} C A. Let us define a set

Vas = {{e[I'],e(v)) | e is an A-evaluation and I" > ¢ € AS}.

Then, a € Fi4(X) if and only if there is a well-founded tree (called a proof of a
from X) labeled by elements of A such that

o its root is labeled by a, and leaves are labeled by elements x such that x € X or
(0,x) € Vys and

e if a node is labeled by = and Z # () is the set of labels of its preceding nodes,
then (Z,x) € Vys.

As an easy consequence of the previous characterization, we can prove:

Corollary 2.20. If L has cardinality <s then so does Fi* on every algebra A.

2.7 Prominent examples of (in)finitary logics

In this section, we introduce the class of substructural logics and some of
their prominent infinitary extensions. The weakest substructural logic we
consider is SL, the non-associative version of bounded full Lambek calculus,
introduced in [22, Chapter 2]. This logic has a language SL with a type

SL={NV, & —,~,0,1,1,T}

with five binary and four nullary connectives and additional two defined
negations ~p = ¢ ~» 0 and —¢ = ¢ — 0. Moreover, we define inductively
ot = pand " = p& " Then, SL is the weakest logic, which satisfies the
consecutions from Table 2.1 and — is its weak implication.
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Consecution Symbol Name
o= (W —=x)<>P&p—x (Res) residuation
o= (Y= x) <> P = (P~ X) (E..) ~-exchange
<> Py (symm) symmetry
AN = (A1) lower bound
eANY — Y (A2) lower bound
X2 OoX2VD>X>OAY (A3) infimality
o=V (V1) upper bound
Y=oV (V2) upper bound
PNV XP>PVY X (V3) supremality
e>1—¢ (Push) push
l—=o>p (Pop) pop
i=al (Veq) | verum ex quolibet
1=y (Efq) ex falso quodlibet

Table 2.1: Consecutions for SL

For any X C {aj,as,e,c,i,0} we write SLx for the extension of SL by
the corresponding rules/axioms from Table 2.2. We replace the pair ‘i, 0o’

by ‘w’ and the pair ‘a;, as” by ‘a’. Moreover, if {a} C X, then SLx is an
extension of the associative SL, which we identify with the bounded full
Lambek calculus FL, in particular, we denote this extension as FLx\ {a}-

Consecution Symbol Name
& (W& x) = (p&) & x ap re-associate to the left
(p&)&x — & (Y & ) as re-associate to the left
o= —=x)>9Y—=(p—=Xx) e exchange
g (=) > c contraction
= (Y =) i left weakening
0— ¢ 0 right weakening

Table 2.2: Structural rules

The logic SL (as well as the considered extensions) is algebraizable with
& = {p A1 = p}. Its equivalent algebraic semantics is the variety SL of all
unital residuated lattice ordered grupoids, SL-algebras for short, i.e. structures
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A - <A7 /\7 \/7 &7 _>a W767T7 La T>7
where & is a residuated grupoid operation with residuals — and ~-, i.e.
a&b<c << b<a—c <= a<b~c,

unit1 (& 1 =1&a = a), and (A, A, VL, T) is a bounded lattice with top
element T and bottom element L. The equivalent algebraic semantics for
the extensions are denoted SLx (resp. FLx), and they are subvarieties of SL
which respectively satisfy

p&(g&r)=(p&q) &r.
p&qg=~q&p.
prp&p

T1.

1 ~0.

O .0 O D

In some extensions of SL the type simplifies, that is we can identify:

e 1and T in SL; (that is we have -g,, 1 +» T), and 0 and L in SL,,
e the two implications — and ~ in SL,,
e and the two conjunctions A and & in SLy;.

The logic FL.w, = FLeow is the intuitionistic logic, denoted as IL.. Its
equivalent algebraic semantics is the class HA, of Heyting algebras, that is,
bounded relatively pseudo-complemented distributive lattices. For a com-
prehensive study on the algebraic aspects of FL and its extensions see [53].

Next, we will introduce the most prominent examples of infinitary logics,
which we study in this text. All of them are extensions of the well-known
basic fuzzy logic BL introduced by Héjek (see the monograph [59]). BL is
an axiomatic extension of FL,,, with two additional axioms:

o ¢ — Y Vi — ¢ (prelinearity)
e p N — p & (¢ — ) (divisibility)

To present BL it suffices to consider a type {&, —,0}. The remaining con-
nectives can be defined:

ANy =p&(p—=9) VP =((p—=¢) 2> P)A Y= ¢) =)
p=9p—=0 1=-0 pov=(=2P)AW )
Hajek conjectured that BL is the logic of all continuous t-norms in [58], he
proved the conjecture for BL with two additional axioms, which were later
discovered redundant and thus the conjecture was confirmed—see [12].
A continuous t-norm is a continuous function *: [0,1]2 — [0, 1] which is
associative, commutative, monotone and 1 is its unit. Every continuous t-

norm * has its unique residuum —, defined as
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a —, b=max{ce [0,1] | cxa < b}.

Thus, for every continuous t-norm *, we have an algebra

[0,1], = ([0, 1], %, —, 0).

We denote the collection of all these algebras as CT. The above mentioned
completeness results says that for every finite set of formulas I" U {¢} we
have

I'kpLe <<= I [=cT ¥,

where CT is the class of all matrices with algebraic reduct from CT and a
filter {1}. The main examples of continuous t-norms are

e the Lukasiewicz t-norm: a x b = max{0,a + b — 1},
e the minimum (Godel) t-norm: a ¢ b = min{a, b}, and
e the product t-norm: a b =a- b,

with the corresponding residua

—1 b L —a b 1 —b 1 asb
a - a = a et
k ¢ b 1 g otherwise.

We denote the corresponding algebras simply as [0, 1]¢, [0, 1], and [0, 1].
The full logic of all continuous t-norms [=cr is infinitary and we call it the
infinitary basic fuzzy logic, BL.,, indeed

{o=9" | new}hpL, v = &, R)

but it is not the case for any finite subset of the premises (counterexamples
can easily be found already over [0, 1], or [0, 1]11). In fact, in Subsection 5.2.2,
we will see that a variant of this infinitary rule can be use to axiomatize BL
relative to BL (a recent result proved in [65]).

To see that the rule is indeed valid in BL.,, we can use the famous de-
composition theorem for t-norms [22]: clearly, every continuous t-norm x
can be continuously rescaled to any interval [a, b] yielding a function x|, ).
Let (a;,b;): i € I with 0 < a; < b; < 1 be a family of disjoint open intervals
and assume ' is either Lukasiewicz or product t-norm, then

axt b ifa,b € (a;,b;)
axb= [ai,b:]
min{a, b} otherwise

is a continuous t-norm, it is called the ordinal sum of the t-norms {x’ | i € I'}
with respect to the intervals {[a;,b;] | i € I}. On the other hand a famous
result by Mostert and Shields [73] asserts that the convers is also true:
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Theorem 2.21. Every continuous t-norm is an ordinal sum of Lukasiewicz and
product t-norms.

Further, we introduce two infinitary axiomatic extensions of BL:

o The infinitary Lukasiewicz logic Lo, [69] is the logic of g, that is,

Loo = F(o,1. (1)

Its finitary companion, i.e. the weakest logic with the same finitary rules,
is the infinitely-valued Lukasiewicz logic, denoted as L. L. (resp. L) can
be axiomatized relative to BL (resp. BLy) by an axiom ~—¢ — ¢ (for the
infinitary version see [65]). In both logics, we define an additional binary
connective ¢ &1 = =(—p & =) and put 1o = g and (n+ 1)y = nY @ ¢.

o The infinitary product logic Il [60] is the logic of *j, that is,

oo = F(0,1]m.{1})-

Its finitary companion is the product logic II. Analogously, II and Il
can be axiomatized by adding an axiom —¢ V ((¢ — ¢ & ¢) — 1) to any
presentation of BL and BL.

e Note that the logic of the minimum t-norm, usually called the Godel
logic G [39], is finitary.

Both L and Il are infinitary: as argued above, the rule (R) is a proper
infinitary rule in both logics. On the other hand, they are both compact—
see [24, Theorems 4.1 and 5.1].

All the introduced infinitary logics are Rasiowa-implicative with implica-
tion —. In particular, they are algebraizable with £(p) = {p ~ 1} and with
equivalent algebraic semantics Alg*BL.,, Alg*L., and Alg*Il, being
certain subclasses (they are not quasi-varieties) of, respectively, BL-algebras,
MV-algebras, and product algebras (see e.g. [20]). In fact, since these logics
are Rasiowa-implicative and have countable languages and sets of variables,
we obtain the following descriptions of their classes of algebras:

e Alg*BL,, = ISPy, (CT) = UISP(CT),
e Alg*L,, = ISPy, ([0,1]¢) = UISP([0, 1)),
e Alg*Il,, = ISPg,, ([0, 1)) = UISP([0, 1]p).

Of course, the order induced by — is the usual lattice order on these al-
gebras. Moreover, linear models,® which are precisely the RFSI-models, of
L and Il are particularly well-behaved. First, observe that both logics
validate another proper infinitary rule:

? The precise definition is given later in Section 5.1.
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{p=¢" [newtt —pVi, (A)

Proposition 2.22. The linear models of L (resp. I1) are embeddable into [0, 1],
(resp. into [0, 1]11). That is,

Modiig Eoo € Modfipg Eoo = Mod Eoe € S({[0, 1], {1})),
and analogously for I1.

Proof. A linear MV- (resp. product) algebra A is called Archimedean, if for
every a,b € Asuch that 0 < a < b < 1, there is a natural number n such
that b" < a. It is easy to observe, that the rule (A) implies that every lin-
ear model of both logics is, in fact, Archimedean. Every Archimedean MV-
(resp. product) algebra is well known to be embeddable into the standard
one over [0,1] interval. In both cases it is proved using relations between
the categories of corresponding algebras and lattice-ordered Abelian groups
(for MV-algebras see e.g. [74] or [20, Chapter 5], and for product algebras see
e.g. [13]). The result follows by Holder’s theorem which asserts that every
Archimedean linear lattice-ordered Abelian group can be embedded into
the additive group of reals. O

2.8 Natural extensions and expansions

Natural extensions are a standard tool, in abstract algebraic logic, to prove
transfer theorems, that is, to show, for a given logic L, that a property of Th L
remains true in Fij, A for any algebra A. They are often obtained by en-
larging the set of variables while essentially keeping all the properties of
the logic untouched (see [28, 35, 78]). We first recall the precise definition
of natural extension and then introduce a dual notion that we call natural
expansion. The main motivation for us to introduce natural expansions lies
in the fact that they will prove useful when arguing about expansions in
general.

We say that a language £’ is an extension of £ (and denote it as £ < L)
whenever £ C £’ and Vary C Var ¢ Furthermore, we say L' is a variable
(resp. type) extension of L whenever £L < L' and L = L' (resp. Varg =
Var 7).
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2.8.1 Extensions

Let L be alogic in £ and L’ its variable extension. Then, the natural extension
of L to variables Var ./ is a logic in language L', denoted as L£', which
can be defined in a syntactical way by using any axiomatization of L or,
alternatively, semantically by means of the class Mod L, i.e. L = EModL-
It was shown in [28] that under the assumption that L

has enough variables or | Varz| = | Var /|, (Asl)
we obtain the following useful characterization (proved in [87]):

I' zrp <= thereisahomomorphismo: Fmg — Fm,., (N)
and a set of formulas A U {¢} C Fm such that
Abp ¢,0[Al C T, and o(¥) = .

Moreover, again in [28], the authors show that the same assumption in fact
guarantees that LZ" is the unique extension of L to £/, which is conserva-
tive and has the same cardinality. In symbols, it is the only logic with the
following properties:

e L<Lf andL =LE [ Fmg
e cardL = card LE

Observation 2.23. L and L~ have the same matrix models.

We are usually only interested in the cardinality of the set of variables.
Thus, we also define the natural extension of L to k-many variables, denoted as
L", to be an arbitrary natural extension L‘:', where Var ./ is of size &.

The characterization (N) allows us to apply a general method to prove
that syntactical properties are preserved for natural extensions. We demon-
strate the method on compactness

Proposition 2.24. Let L be a compact logic with enough variables. Then, every
natural extension L" is also compact.

Proof. Let A be a finite antitheorem in L. Clearly, the previous observation
implies that it is also an antitheorem of L”. Let I' C Fm(x) be an inconsis-
tent setin L". In particular, I" -1~ A. Thus, using the cardinality assumption,
we obtain I b~ A, where " is a | Var ¢ |-small subset of I". Denote V the
set of all variables occurring in I U A. This set is | Var z|-small. This allows
us to find a substitution o on Fm,(k), which embeds V into Varg. Then,
o[I"] 1= o[A] and conservativity of the extension imply o[I”] Fy, oAl
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Since antitheorems are closed under substitution, we can apply compact-
ness of L and obtain a finite A C I such that o[4] is an antitheorem in
Land, consequently, also in L*. We can find a substitution ¢’ such that o’ o &
is identity on V. In particular, ¢’ o o[4] is a finite subset of I" and again
the closure of antitheorem under substitutions ensures it is an antitheorem
itself—just as we wanted. O

In general, assumption of having enough variables allows to restrict our-
selves to rules which are using at most as many variables as the starting
logic. Thus, by a suitable substitution, they are essentially the rules of the
starting logic.

2.8.2 Expansions

Now, instead of adding variables, we consider logics with additional con-
nectives. Let us fix a logic L in a language £ = (L, Varc) and its type exten-
sion L' = (L', Varg).

Definition 2.25. The natural expansion* of L to L', denoted as L/, is the logic
axiomatized by taking all £’-substitutions of an arbitrary presentation of L.

Arguing as in [78, Proposition 7], we can describe some of the fundamen-
tal properties of L ./ by means of its semantical characterization (*):

Proposition 2.26. L ./ is the smallest conservative expansion of L to the language
L' with the same cardinality.

Proof. Define S in the language £’ semantically as the logic of the following
class of matrices

{{A,F) | A an L'-algebraand (AL, F) € ModL}. *)

We now show that S has all the properties mentioned in the statement
of the proposition. By definition, S is a conservative expansion of L to
L’. Moreover, it is the smallest expansion: To this end first observe that
Mod L = Mod S | £; the inclusion from left to right is by definition and the
converse one is true because L C S. Thus, if L' is any expansion of L to
L', then ModL' | £ C ModL = ModS|L. It easily follows that S C L.
Let S’ denote the restriction of S to consecutions with less than card L-many

* We choose the terminology “natural expansion” because it aptly captures the meaning of
the notion and its resemblance to natural extensions, despite the fact that it was already used
in the literature for different purposes (cf. [16]).
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premises. Then, since it is obviously an expansion of L, we obtain S C §';

the other direction is clear. In particular, L and S have the same cardinality.
Finally, since L./ is clearly the smallest expansion of L to £/, we obtain

S = L,/. In particular, L -/ has all the desired properties. O

Now we aim at developing a link between natural extensions and ex-
pansions (Proposition 2.29). Recall that the assumption (As1) on L entails a
useful characterization for its natural extensions by means of (N); we will
also prove an analogous characterization for natural expansions (Proposi-
tion 2.30). To this end, define the following cardinal

_ JIFmg/| = max{|Varc|,|L'|} if £\ £ has a non-nullary connective,
e\ £ otherwise.

and define the following set of £’-formulas:
Xfl = {c(p1,--,0n) € Fmpr | @1,...,0n € Fmgyrand c € L\ L}
and observe that ¢ = | X f.f' |. Finally, define the following set of variables:
Vars = Varg U{z, | p € X&'} 2.2)

Thus, Vars has a new variable for every formula of the new language start-
ing with a new connective. Now we show that L -/, the natural expansion of
L to £', and L?, the natural extension of L to variables Varg (i.e. to the lan-
guage S = (L, Varg)) are actually the same logics modulo a certain transla-
tion 7.

Amap h: A — B,where Aisan L-algebra and B an £'-algebra, is called
an L-homomorphism, if it is a homomorphism between A and the £-reduct of
B. Then, the translation 7 is defined as an £-homomorphism 7: Fms —
Fm,: by

T(r) = (2.3)

x ifxe Varg
© ifa::xweXfl

Moreover, define recursively amap 7/: Fm» — Fmg as follows: 7/(z) = z,
7'(¢) = c¢ for each constant of £ and 7/(¢) = x. for each new constant.
If ¢ is an n-ary connective of £ and ¢ = c(¢1,...,¢n), then 7/(p) =
c(T'(p1), .., ' (¢n)). If ¢ is a new n-ary connective and ¢ = ¢(¢1,...,¢n),
then 7/(y) = x,. Using induction it is easy to prove:

Lemma 2.27. 7 is a bijection from Fmg onto F'm p» with inverse T'.

Therefore, the formulas of LS and L are in a bijective correspondence.
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Lemma 2.28. For every L-homomorphism 6: Fmg — Fmgs, there is a
homomorphism ¢': Fmg — Fmg such that 6 = 7 o ¢, that is, the following
diagram commutes:

Proof. By the previous lemma it is enough to set ¢'(x) = 7/ (x). O
Proposition 2.29. For any fomulas I' U {¢} C Fmg, we have
s <= 1L, T(0). 2.4)

Proof. By Lemma 2.27, it is enough to show that the translations 7 and 7’
preserve proofs. First, suppose A1) is a rule of LS. By definition of the logic
L5, there is a rule A’ >4 of L and a homomorphism h: Fm, — Fmg such
that h[A'] = A and h(¢)') = 1. Then, Th witnesses that 7[A] > 7(¢) is a rule
of L. Conversely, let A > 9 be a rule of L /. By definition of the logic L./,
there is a rule A’ > ¢’ of L and £-homomorphism ¢: Fmg — Fm s such
that §[A’] = A and 6(¢)') = 1. Let ¢’ be as in Lemma 2.28; then obviously
§'[A" > 8 (') is a rule of LS equal to 7/[A] > 7/ (¢)). O

Proposition 2.30. Suppose that either card L < |Varg|t or ¢ < |Varg|. Then,
the natural expansion of L to the language L' can be characterized as:

'L, ¢ <= thereisan L-homomorphismo: Fmg — Fmgr, (M)
and a set of formulas AU {1} C Fmg such that
Abp ¢, 0[A] C T and o(y) = .

Proof. Take Vars as in (2.2). Then, the logic L satisfies the assumptions
(Asl), since if ¢ < | Varg| then | Varg| = | Varz|. Then, using the fact that LS
is characterized by (N), one can, similarly as in Proposition 2.29, obtain the
desired characterization of L /. O

Note that, as in the case of natural extensions, the conditions of the pre-
vious proposition are there to ensure that the relation defined by the right
side of (M) satisfies (Cut). The conditions are necessary: indeed, thanks to
Proposition 2.29 (extending by variables is basically the same as expand-
ing by constants), we can use the same counterexample as in [28]. On the
other hand, not even under the assumptions of the previous proposition,
we can guarantee that L~/ is the unique conservative natural expansion with
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the same cardinality. Indeed, let L be the least logic in £. Then, L with an
additional new constant ¢ which is also added as an axiom c has all the
properties mentioned above (and it is different from L /).

We can capture the translatability between natural extensions and expan-
sions by means of the following notion.

Definition 2.31. Let L and L’ be logics in languages with £ C £’ and with
variables Var, and Var ./, respectively. We say that L isomorphically embeds
into I/, in symbols L X L/, if there is an isomorphism 7: Fmg — Fm /[ L
and for every I' U {p} C Fmg

'ty <<= 1[Iy 1(p). (2.5)

In the conditions of the previous definition, we denote V' = 7~ ![Var .];
obviously V' C Varg. It is easy to see that L’ is an expansion of S = L’ |
L and L is a conservative extension of S, obtained by extending the set of
variables V' to Varc. Moreover, if L and S have the same cardinality and S
satisfies (Asl), then L’ is the natural expansion of S to £’.

In particular, LS isomorphically embeds into L/, thatis LS X L./, where
L,/ is the natural expansion of L to £/ and L® the corresponding natural
extension to variables Vars described in this subsection.

Proposition 2.32. If L 3 L/, then Th L and Th L' are isomorphic lattices.

Proof. Let T witness L 3 L' and let 7’ be its inverse. Lift these functions in
the obvious way to 7 : P(Fmz) S P(Fmg.) : 7. These lifted mappings are
as well inverse to each other and monotonous. Moreover, (2.5) ensures that
7[ThL] C ThL' and 7/[ThL’/] C ThL. Thus, 7 restricted to theories is the
desired lattice isomorphism. O

Consequently, if two logics are in the relation L 3 L/, then they share
lattice theoretical properties.
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3 The Hierarchy

In this chapter we first investigate two basic kinds of closed sets, which in
logical setting were defined and studied in [35], completely intersection-
prime and intersection-prime closed sets. We associate to each of these
kinds a corresponding extension property (recall the formulation of the
abstract Lindenbaum lemma). The completely intersection-prime extension
property (CIPEP) and the intersection-prime extension property (IPEP),
respectively. The IPEP was introduced in [27] and later frequently used also
in [29, 30], though not yet systematically studied. Its main merit is that it
allows to export to infinitary logics typical properties of finitary logics such
as the completeness w.r.t. to finitely subdirectly irreducible models (RFSI-
completeness). The CIPEP is a natural strengthening of the IPEP ensuring
RSI-completeness. The goal of this chapter is to initiate a systematical study
of these properties as well as two additional ones, the 7-IPEP and 7-CIPEP,
which are the semantical (transferred) counterparts of the extension proper-
ties. The basic relations of these properties are depicted in Figure 3.1.

Finitary —— 7-IPEP » IPEP » RFSI-complete

U | |

7-CIPEP ——— CIPEP —— RSI-complete

Figure 3.1: Basic relations of the classes

After a general presentation, we provide a semantical characterization for
the extensions properties via surjective completeness. Then, we explain the
relation of the transferred extension properties to subdirect representation.
Finally, we study the preservation of these properties under expansions.

It is a non-trivial problem to determine whether the implications in
Figure 3.1 can be reversed or not. This issue is solved in Chapter 4, where we
see that all the properties are actually pairwise different. Hence, Figure 3.1
depicts a new hierarchy of (in)finitary propositional logics.
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3.1 The classes

We start with the formal definitions of the classes in the hierarchy. In general,
given a closure system C on a set A, a set X € C is called intersection-prime
in C if it is finitely N-irreducible, i.e. there are no closed sets X, X5 € C such
that X = X; N Xy and X C Xy, X». Similarly, X is completely intersection-
prime in C if it is N-irreducible, i.e. whenever X = (,.; X; for a family of
closed sets {X; | i € I} C C, there is ig € I such that X = Xj,. Given a logic
L, an algebra A, and a filter F', we say that F'is (completely) intersection-prime’
if it is (completely) intersection-prime in Fir, A; it is analogously defined
for theories and ThL. We say (A, F) € ModL is a RSI-model (resp. RFSI-
model) if F' is completely intersection-prime (resp. intersection-prime)—the
terminology is motivated by Lemmas 3.4 and 3.5 below.

Given a closure system C on A4, a family B C C is a basis if for every X € C
there is a D C B such that X = (| D (which can be equivalently formulated
as an extension property: for every X € C and every a € A\ X there is
Y € Bsuchthat X C Y and a ¢ Y). Using these notions one can define the
following properties for closure systems and for logics.

We say that a closure system C has the (completely) intersection-prime ex-
tension property, (C)IPEP for short, if the (completely) intersection-prime
closed sets form a basis of C. A logic L has the (C)IPEP if Th L does. And
finally, L has transferred-(C)IPEP, 7-(C)IPEP for short, if for every algebra
A the closure system Fiy, A has the (C)IPEP.

We are now going to explain the basic and easy to prove relations between
the above defined classes of logics as depicted in figure 3.1. Clearly, (C)IPEP
is just a special case of 7-(C)IPEP where the algebra A is the algebra of
formulas Fm,. To understand the upward implications it is enough to
realize that completely intersection-prime closed sets are always intersection-
prime. To prove the rest, we first demonstrate some basic properties of the
(completely) intersection-prime closed sets.

Lemma 3.1. For a closure system C on A, the following are equivalent for every
closed set X

(i) X is completely intersection-prime.
(ii) X is saturated, that is there is a € A such that X is a maximal closed set not
containing a. Any such element a is said to saturate X.

Lemma 3.2. Every inductive closure system C on A has the CIPEP.

Proof. Suppose X € C and a ¢ X for some a € A and define

! We follow the terminology used in [35, p. 147].



3.1 The classes 41

D={YeC|XCYanda¢Y}.

We argue by maximality principle over (D, C). To this end, let £ C D be
a chain, but, since £ is directed and C is inductive, we can conclude that
UE € D. Then, by the previous lemma, the maximal element Y, € D is
completely intersection-prime. O

Proposition 3.3. Every finitary logic L has the T-CIPEP.

Proof. Since finitarity transfers to all models (cf. Corollary 2.20), the closure
system Fi1, A is inductive on every algebra A. Thus, Lemma 3.2 concludes
the proof. O

Reduced R(F)SI-models are nothing else than models with (completely)
intersection-prime filters:

Lemma 3.4. For every (A, F) € Mod™ L:

o (A F) € Modfipg L <= F is intersection-prime in Fiy, A,
o (A F) € Modfigq L <= F is completely intersection-prime in Fiy, A.

Proof. Right to left: suppose i: (A, F) —gp [[(Bi,G;) is a subdirect repre-
sentation and let 7;: [[(B;, Gi) — (B;, G;) be the ith projection. It is easy to
check that F' = ((m; 04) ~1[G;]. Thus, by the assumption F' = (7, 0ig) ~![G},]
for some ig. In particular, m;, o ig: (A, F) — (B,,Gj,) is strict and surjec-
tive and, consequently, since (A, F') is reduced, it is injective and, hence, an
isomorphism (note that Ker 7;, 0 ig C NAF =1d,).

Conversely, suppose F' = () F;. We can check easily that i: (A, F) —
[1(A, F;)*, where i(a) is the sequence of equivalence classes ([a]/24F;), is a
subdirect representation. Thus, 7;, o iy is an isomorphism for some g, hence
F = (m;, 0io) " [F/24F; = F,. O

Lemma 3.5. If A € Modgy)si L, then A* € ModE(F)SIL. Moreover, if L is
protoalgebraic, then also the reverse implication holds.

Proof. We check F/£24F is completely intersection-prime in Fiy, A/24F.
Suppose F/QAF = (F;. Then, clearly F = (7~ ![F;], where r is the re-
duction map. Therefore, since F is by assumption completely intersection-
prime, we get F' = r~1[F} ] for some ig. Hence F/QAF = r[F] = F;,. O

Proposition 3.6. For every logic L, the CIPEP implies RSI-completeness and the
IPEP implies RFSI-completeness.

Proof. We prove only the case of the IPEP (the other can be proved anal-
ogously). The soundness is trivial, since by the definition, Modpg L C
Mod L. Suppose I' ¥1, ¢, by the IPEP, there is intersection-prime theory
T D I' such that T' ¥1, ¢. By the previous (Fmg,T)* € Modgpg L and since
every matrix and its reduction define the same logic, we are done. O
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3.1.1 Surjective completeness

In this subsection we provide a rather straightforward but useful semantical
characterization of CIPEP and IPEP for protoalgebraic logics via a notion
of surjective completeness. This notion already appeared in [37] in the context
of equational consequence. We use this characterization to show that there
exist infinitary logics with the CIPEP (and thus also with the IPEP).

Definition 3.7. A formula ¢ is a surjective semantical consequence of a set of
formulas I' w.r.t. a class K of £-matrices if for each (A, F) € K and each
surjective A-evaluation e (surjective as a function e : Fmz — A), we have
e(p) € F whenever e[I'] C F; we denote it by I" =5 .

First notice that |=x C |=§. Moreover, it is easy to show that = is a
consequence relation. However, it is not necessarily structural, and hence
not necessarily a logic, as shown by the following example.

Example 3.8. Let A be the matrix (£37,{1}), where £35” stands for the im-
plication fragment of the standard 3-element Lukasiewicz algebra. Let I' =
{p = ¢.q = ptU{r € Var | r # gand r # p}. It can easily be seen that
r Iz‘z A} P» since there is no surjective evaluation satisfying I". On the other

hand {p — p,q} l?f? Ay P- Thus, ):‘E A} is not structural.

We use the notion of cardinality of L to characterize sufficient conditions
under which = = |=k, hence conditions under which |= is indeed a logic.

Proposition 3.9. Let « be an infinite cardinal and K a class of L-matrices. Assume
that | Var| = k, card =), < k, and |A| < k for each (A, F) € K. Then, =§ = =k
and, in particular, |=§; is structural.

Proof. The inclusion 2 trivially holds always. Suppose that I" |=; ¢. Then,
we obtain aset I C I” of cardinality less than « such that I'" = ¢. We claim
that I =k ¢ and consequently also I" =k ¢. Consider any (A, F) € K and
any evaluation e on A such that e[I”] C F. Since I"U{ ¢} contains less than x
variables, we can easily find a surjective evaluation e’ which coincides with
e on all variables occurring in I'" U {¢} . Obviously, we have ¢'[I”] C F' and
thus also e(p) = €/(p) € F. O

In the next proposition, we refine the usual completeness results using
surjective consequence relations.
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Proposition 3.10. Let L be a logic. Then:

i S s
L= ):ModL - FMod*L'
Moreover,

(i) if L has the IPEP, then L = =31, 4

RFSI L

(ii) if L has the CIPEP, then L = =3, dig L

Proof. It is enough to observe that the evaluations (reduction maps) used in
the proof of completeness w.r.t. reduced models are in fact surjective—see
the proof of Proposition 3.6. O

Next, we prove the characterization result for the CIPEP and the IPEP
via surjective completeness.

Proposition 3.11. Let L be a protoalgebraic logic. Then:

(i) L has the IPEP if and only if L = Ff\/lodﬁm L= ):SModRFSI L

(ii) L has the CIPEP if and only if L = |:f\/10d1’§51 L = FModps L-

Proof. We prove only the second part of the theorem (the first one is identi-
cal). =: This implication is given by Proposition 3.10.

<«: Suppose I' ¥, ¢. There is (A, F') € Modggi L and a surjective eval-
uation e: Fmy — A such that e[I'] C F and e(p) ¢ F. We know
that T = e ![F] is an L-theory. Then, by the correspondence theorem T
is completely intersection-prime (because F' is by Lemma 3.4). And since
I' CT # ¢, we are done. O

In the next proposition we show that every usual consequence relation
given by a class of matrices is actually a surjective consequence relation.

Proposition 3.12. For every class of matrices K we have: =x = |:§(K).

Proof. The direction C holds always. The other is clear due to the fact that
for every evaluation e: (Fmg,T) — (A, F) the image (e[Fm,],e[T]) is a
submatrix of A. O

As an easy consequence of the previous proposition and Proposition 3.11,
we obtain a useful sufficient condition for a logic to have the CIPEP (resp.
IPEP).
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Corollary 3.13. Let L be a protoalgebraic logic and suppose that K is a class of
matrices such that L. = . Then:

o if S(K) € Modgrsi L, then L has the IPEP,
e if S(K) C Modgsi L, then L has the CIPEP.

Example 3.14. Both L, and Il have the CIPEP. It is not difficult to see that
every subalgebra A of [0, 1], has at most two filters, namely {1} and A, and
every subalgebra A of [0,1];; has at most 3 filters, namely {1}, A \ {ﬁA},
and A. Thus, the previous corollary applies.

3.2 Subdirect representation

In this section we consider the notion of subdirect representation, one of the
cornerstones of universal algebra, in the framework of abstract algebraic
logic. Namely, we say that a logic L is (finitely) subdirectly representable if
the reduced models are subdirectly representable by the class of (finitely)
subdirectly irreducibles models, in symbols: Mod™ L = Psp (Modg g L)
We provide a useful characterization for subdirect representability via
natural extensions and we prove it is equivalent to 7-(C)IPEP and proto-
algebraicity. As an example, we will show that L, and each of its axiomatic
expansions, is subdirectly representable (equivalently, it has the 7-CIPEP).
On the other hand, later in Section 4.2, we will see that the same cannot be
said about I1..

3.2.1 Subdirect representation in abstract algebraic logic
Let us prove first that, in protoalgebraic logics, surjective homomorphisms
preserve the (C)IPEP.

Proposition 3.15. Let L be a protoalgebraic logic in a language L. Let A and B be
L-algebras and h : A — B be a surjective homomorphism. Then, Fiy, B has the
(C)IPEP whenever Fiy, A does.

Proof. Assume Fir, A has the (C)IPEP and take F' € Fiy, B. Consider h as a
strict surjective homomorphism between matrices

h: (A h"F])) - (B,F)
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The correspondence theorem of protoalgebraic logics then ensures that if
h~1[F] can be decomposed as an intersection of (completely) intersection-
prime filters, so can F'. O

Corollary 3.16. Let L be a protoalgebraic logic in a language L, |Varg| < k an
infinite cardinal, and suppose L* has the (C)IPEP. Then, Fiy, A has the (C)IPEP
for every L-algebra A with |A| < k.

Proof. Observation 2.23 clearly implies that Fir,(Fm(x)) has the (C)IPEP
if and only if ThL" does (i.e. if and only if L” has the (C)IPEP). But there
is a surjective h : Fm(xk) — A. Hence previous proposition concludes the
proof. O

As an easy consequence, we can obtain a useful characterization of the
7-IPEP and the 7-CIPEP in terms of natural extensions:

Corollary 3.17. Let L be a protoalgebraic logic. Then, the following are equivalent:

(i) L* has the (C)IPEP for every k > |Vargz|,
(ii) L has -(C)IPEP.

Moreover, the implication from bottom to top holds for each logic L.

Proof. The implication from (i) to (ii) simply follows from Corollary 3.16. The
other one: 7-(C)IPEP implies that Fir,(Fm,(x)) has the (C)IPEP, but then
so does Th L" (by Observation 2.23 they are in fact the same lattices). O

We still need another auxiliary result connecting the transferred extension
properties with a decomposition of filters in reduced models:

Proposition 3.18. A protoalgebraic logic L has 7-(C)IPEP if, and only if, for each
(A, F) € Mod™* L, F is an intersection of (completely) intersection-prime filters.

Proof. The direction from left to right is obvious. For the other one consider
(A, F) € ModL and let h be the reduction map:

h: (A, F) — (A, F)* = (A*, F*).

Since L is protoalgebraic, h is strict and surjective, and F* = (,.; G,
where every G is intersection-prime, we obtain I' = (),; h~YG;], as we
wanted. The correspondence theorem ensures that h~1[G;] are (completely)
intersection-prime. 0

Using all these elements now we are ready to prove the main result of this
subsection.
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Theorem 3.19. For any logic L, the following are equivalent:

(i) L has the T-IPEP and is protoalgebraic.
(ii) Mod™ L = Psp(Modgpgr L).

The same is true for T-CIPEP and Modgg L.

Proof. We prove the case of the 7-IPEP (for the 7-CIPEP it is analogous).

(i) implies (ii): Take (A, F)) € Mod* L. Then, by the 7-IPEP we have F' =
Nicr Fi, where each Fj is an intersection-prime filter. Therefore there is a
natural subdirect representation:

h: (A F)<gp [[(A, F)".
1€l

By Lemma 3.5 we get that (A, F})* € Modgg; L, which concludes the proof
of the first inclusion. For the other one we have

PSD(MOdI*{FSI L) - PSD(I\/IOCI>k L) - Mod* L,

where the second inclusion is due to protoalgebraicity (in fact, it equivalent
to it—see [46, Theorem 6.17]).

(ii) implies (i): Clearly Mod™* L is closed under subdirect product, thus
the logic is protoalgebraic. By Proposition 3.18, it is sufficient to prove that
every filter F' from a reduced model (A, F') € Mod™ L can be decomposed
as an intersection of intersection-prime filters. By the assumption, there is a
set of RFSI reduced models {(B;, G;) }icr and an embedding

h: (A, F) —sp | [(Bi, Gi).
il

Is is easy to verify that F is the intersection of all filters F; = (m; o h)~}[G;],
where 7; is the i-th projection of the product [[,.;(B;, G;). Moreover every
filter F; is intersection-prime, because G; is intersection-prime, L is proto-
algebraic, and m; o h is strict and surjective. O

Note that in the proof of (i)—(ii) protoalgebraicity is not necessary to ob-
tain the inclusion Mod* L C PSD(MOdE(F)SI L), thus in logics with the 7-
(C)IPEP, the reduced models are always representable by subdirect prod-
ucts of R(F)SI-models.
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3.2.2 Subdirect representation in universal algebra

In universal algebra, it is well known (Birkhoff’s theorem; see e.g. [9]) that
every variety V and quasi-variety Q of algebras can be described in terms of
subdirect products of their (relatively) subdirectly irreducible members:

V=Pgsp(Vsi) and Q = Pgsp(Qrsi).

Notice that there is a clear formal similarity with subdirect representation
for models of logics. Finitary logics are (finitely) subdirectly representable.
A natural question is whether the subdirect representations can be extended
to infinitary logics and to more general classes of algebras. The example in
Subsection 4.2 will give a negative answer to this question. On the other,
hand in the next subsection we will meet a natural class of algebras, which
is not a quasi-variety and is subdirectly representable.

In analogy with the development of the previous subsection, we can char-
acterize when a given generalized quasi-variety is (finitely) subdirectly repre-
sentable, that is, when K = Pgp (Kgsi) (resp. K = Psp (Kgrrsi)).

Theorem 3.20. For every generalized quasi-variety K, the following are equivalent:

(i) Kis (finitely) subdirectly representable.
(ii) Conk(A) has the CIPEP (resp. IPEP) for every algebra A.
(iii) Conk(F'm,(k)) has the CIPEP (resp. IPEP) for every cardinal k.

Note that, similarly to Proposition 3.18, the condition (ii) is equivalent to

(iv) For every A € K, the identity congruence is an intersection of (com-
pletely) intersection-prime K-congruences.

3.2.3 Subdirect representation and topological continuity

In this subsection, we describe a particular method to prove the transferred
versions of the extension properties. We first demonstrate the method on
the infinitary Lukasiewicz logic. This logic is complete w.r.t. the matrix
([0,1]g, {1}), which haas the following properties:

(i) There is a compact topology on [0,1] (the open interval topology).
(ii) The connectives of L., induce continuous functions w.r.t. that topology.

We will see that these properties allow to obtain a bound on the cardinality
of the logic of ([0, 1]¢, {1}) in the language with k-many variables. We denote
it Lo x. From this we will conclude that £, enjoys the 7-CIPEP.

Later, we will abstract the properties (i) and (ii) to obtain a general result.
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Proposition 3.21. Let « be an infinite cardinal. Then, Lo, has cardinality R;.
Consequently, Lo« is the natural extension of Lo, to k-many variables, that is,
Lo =15

Proof. Define for each formula ¢ and each rational ¢ € (0, 1) the following
sets of evaluations:

NSAT(¢) = {v: & = [0,1] | v() # 1}

SAT(p) = {v: k = [0,1] [ v(p) = 1}
SATy(¢p) = {v: £ = [0,1] [ v(p) > ¢}

Since the operations of Lukasiewicz logic are all continuous w.r.t. the stan-
dard interval topology on [0, 1], we obtain that for each ¢ and ¢ the sets
NSAT(p) and SAT,(¢) are open in [0, 1]%, the topological product of x-many
copies of [0, 1]. This follows from the fact that we can see every formula ¢
as a continuous mapping ¢ : [0,1]" — [0, 1] such that ¢(v) = v(yp), thus for
example SAT,(¢) = ¢ [} q], where ¢ = {r € [0,1] | ¢ < r}, which is, of
course, an open set.

Moreover, for every set of formulas A and every formula x, we have the
following equivalence:

Abp,, x < | NSAT(y) USAT(x) = [0, 1] (3.1)
PEA

Furthermore, since the filter {1} can be obtained as the intersection of
countably many sets of the form 1 ¢, for each rational ¢ € (0, 1), it follows
that SAT(y) is an intersection of countably many open sets:

SAT(p) = [ SAT,(p) (3.2)
q€(0,1)

Clearly, since L, . is a conservative extension of L, it has cardinality at
least ®;. To prove the other inequality assume I" -y __ , . We need to show
that there is a countable I” C I" such that I k= . From (3.1) we obtain

|J NSAT () USAT(p) = [0,1]".
yel’

Then, for any rational ¢, since obviously SAT(¢) C SAT,(¢), we obtain

|J NSAT(7) USAT,(¢) = [0,1]".
vyel
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Thus, we have an open cover of [0, 1]*. Therefore, by compactness, we ob-
tain a finite I, C I’ that generates a subcover. Consequently, we obtain a
countable set I = {J c(0.1jnq L¢- Then, using (3.2), it is easy to see that

|J NSAT(v) USAT(p) = [0,1]",
~yel

which, by (3.1), implies I/ Fo.. - It follows that £  is the unique natural
extension of L, (cf. Subsection 2.8.1). ]

Theorem 3.22. L has the T-CIPEP and so does each of its axiomatic expansions.

Proof. By Corollary 3.17 it is enough to show that L7 has the CIPEP for
every infinite x. By Proposition 3.21 we have £, = [=(0,1}, {1}) thus we can
use Corollary 3.13 as in Example 3.14. The part about axiomatic expansions
is due to Theorem 3.30. O

From the previous theorem and Theorem 3.19 we obtain:

Corollary 3.23. Every axiomatic expansion L of Lo, is (finitely) subdirectly
representable, that is:

Mod*L = PSD(MOdE(F)SI L).

Consequently, we obtain an analogous result for the equivalent algebraic
semantics of £..:
Alg*to, = Psp(Alg™bocr(msi)- (3.3)

This shows that Alg*L,, is an example of a subdirectly representable
class of algebras, where the representation theorem is not a consequence
of Birkhoff’s theorem (recall that Alg*L is not a quasi-variety). The same
is true for every infinitary axiomatic expansion of L.

Moreover, as another consequence of Proposition 3.21, we can obtain a
description of the class Alg*L .

Proposition 3.24. The equivalent algebraic semantics of Lo, is the prevariety
generated by the algebra [0, 1]y, that is

Alg*Lo, = ISP([0,1]p).

Proof. The inclusion from right to left clearly holds (recall, for instance, that
Alg*L., = ISPRr,, ([0, 1]1.)). For the other inclusion we can prove

Alg*t,, = Psp(Alg™Loorsr) € ISP([0, 1)),

where the equality is (3.3) and the inclusion follows from Proposition 2.22,
which says that Alg*Ecrsy € IS([0, 1]¢). O
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The proof of Proposition 3.21 suggests a general methodology to obtain
an upper bound for the cardinality of a logic in k-many variables defined by
a class of matrices K, call it Lk .. The proof of the theorem is omitted, since
it can be easily abstracted from that of Proposition 3.21.

Theorem 3.25. Suppose X is a regular cardinal and K is a class of matrices, such
that |K| < X. Then, for every cardinal r the logic Li , has cardinality at most A
whenever the following conditions hold for every (A, F) € K:

(i) There is a compact topology T on A such that all connectives are interpreted
by continuous functions w.r.t. .
(ii) F can be written as an intersection of strictly less than \ open sets in T.
(iii) A\ Fis open in 7.

We will use this theorem later in Section 4.3. A special case of the theorem
is a well-known result saying that strongly finite logics, i.e. those complete
w.r.t. finite class of finite matrices, are finitary.

Interestingly enough, we used topological compactness to argue for larger
cardinalities than simple finitarity on the logical side. A natural question
arises: would a weaker notion of topological compactness suffice? Recall
that a topological space is Lindeldf if each of its open covers has a count-
able subcover. In fact, for our proof it would be enough if A* was Lindelof
(note that, similarly to compact spaces, any closed subspace of a Lindelof
space is Lindelof). However, unsurprisingly, these spaces are not as well
behaved as the compact ones: in general, they are not even closed under
finite products—the standard example of this phenomenon is the Sorgen-
frey plane which is the product of two Sorgenfrey lines (see e.g. [41]). More-
over, it can be proved that the following are equivalent for every Hausdorff
space A:?

(i) Ais compact,
(if) A" is Lindelof for every cardinal x.

Thus, demanding A" to be Lindelof is the same as our original assumption.
We conclude this section by presenting an example with the following prop-
erties:

e It is given over one matrix with countable algebra in a language with
uncountably many variables. We show it has cardinality strictly larger
than ®;. Thus, it shows that the notion of strongly finite logics does not
directly generalize to larger cardinalities.

ZA proof by Joel David Hamkins can be found online https://mathoverflow.net/
questions/9641/how-far-is-1indel%C3%B6f—-from—compactness/9651#9651.
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e The defining algebra can be endowed with discrete topology which
trivially makes the connectives continuous. Justifying that the property
‘compact’ cannot be replaced by ‘Lindel6f” in the formulation of Theo-
rem 3.25.

e The example shows that w" with a discrete topology on w is not Lindelof,
because it would clearly be equivalent to the fact that the logic of the next
example has cardinality ;.

Example 3.26. Consider a matrix A = (w,{1}), where w is an algebra on
the set of natural numbers w in language containing one constant 0 inter-
preted as 0, and one binary symbol # defined as a #“ b = 1if a # b and
a #“ b = 0 otherwise. Let w be equipped with the discrete topology; it is ob-
viously Lindeldf. Let x be an uncountable cardinal. It remains to show that
the logic in « variables given by this matrix has high cardinality. However
it is easy to prove, since clearly {p, # pg | @ < k, 3 < K, # 8} I 0, but no
countable subset of the premises does prove 0.

3.3 (C)IPEP and expansions

In this section we investigate the preservation of the (C)IPEP under exten-
sion and expansions. In Subsection 3.3.1 we see that these properties are in
general not preserved when adding rules (even finitary rules in the same
language). Then, in Subsection 3.3.2, we show that the IPEP and the CIPEP
are always preserved by axiomatic extensions and we specify a condition
under which they are also preserved by axiomatic expansions. Moreover,
we show that their transferred variants are preserved by axiomatic expan-
sions of protoalgebraic logics. To obtain the results about preservation under
expansions we use the notion of natural expansion developed in Section 2.8.

3.3.1 Finitary extensions

To obtain the required result, we consider a logic L given by an axiomatic
system consisting of a single infinitary rule. This easy description allows
to prove it has the CIPEP. Afterwards, we define its extension L’ by two
finitary rules and we show this logic does not enjoy the IPEP.

We define L in a language £ with three unary connectives [, 7,0 and
countable set of variables. We use metavariables s, s', . .. for finite non-empty
sequences of {/,r}. We denote the set of all of them as Seq, which is naturally
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ordered by: s < s’ iff s is a strictly initial sequence of s'. Therefore (Seq, <)
can be seen as the full binary tree of height w without root. So we can see
s as the extension of the node s to the left, and rs as the extension to the
rightin (Seq, <). Recall that B C Seq is a branch in (Seq, <) if it is a maximal
chain. The logic L is axiomatized by taking the following infinitary rule for
each branch B:

{s(¢) [ s € B} o(p). (B)

Let us show that L has the CIPEP. Indeed, let 7" be a theory and ¢
a formula and suppose that ¢ ¢ T then, if ¢ is not of the form o(v))
for some formula 1), we can take the completely intersection-prime theory
T' = Fmg\{¢} (the formula ¢ simply cannot be proved from any premises).
If ¢ = o(%)) then define

C = {s € Seq | s(¢) ¢ T and whenever s’ < s then s'(¢)) € T}

and let 77 = Fme \ ({s(v) | s € C} U {¢}). First observe that for every
branch B, there is a unique s € B such that s(¢) ¢ T'. Indeed, such s always
exists, since otherwise one application of (B) would yield T" Fy, ¢. If there
were two, let us say, s < s/, then by the definition of C both s(¢)) € T and
s() ¢ T.

Let us prove now that 7" is an L-theory. Since ¢ is the only formula start-
ing with o which is not in 77, then, by the definition of L, Thy,(77) = T’
or Thy,(T") = T U {¢}. If it was the second case, then for some branch B,
{s(¥) | s € B} C T', however, as argued above, this is not possible. More-
over T” clearly extends 7. 7" is a maximal theory w.r.t. ¢: If s(¢)) is not in 7"
and B is any branch containing s, then, by the uniqueness part of the obser-
vation above, for every other s’ € B we have s'(1)) € T” and consequently
T, s() 1, ¢, as witnessed by one application of (B); thus L has the CIPEP.

Next, we are going to extend L to a logic L’ in such a way that the second
one will not enjoy the IPEP, we claim this can be achieved by adding the
following two finitary rules:

l(p) > ¢ and r(p) > p. (3.4)

Thus, if an L'-theory contains the node s(¢), then it contains all of its pre-
decessors. We show that L’ does not have the IPEP. Obviously I(p), 7(p) ¥,
o(p). Let T be any theory containing I(p) and r(p) such that T" ¥, o(p).
It follows that there must be some sequence sy such that so(p) € T and
there is no succeeding node s’ above s such that s'(p) € T (otherwise the
rules (3.4) and (B) would give that o(p) € T). It is now a simple obser-
vation that {lso(p)} U T and {rso(p)} U T are L’'-theories (it is obviously
closed under (3.4), and any infinitary rules that was not applicable in 7'
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would have to be of the form {s(x) | s € B} + o(x) for some branch B,
but any such a rule lacks infinitely many premises in 7). It is obvious that
T = ({lso(p)} UT) N ({rso(p)} UT), and hence L’ does not have the IPEP.

3.3.2 Axiomatic expansions

In this section we study the preservation of the IPEP and the CIPEP under
axiomatic extensions and expansions. Let us fix a language £ and its type
extension £’. We will see that, while the part about extensions is simple.
to investigate axiomatic expansions needs more work. Note that, clearly, to
expand a logic axiomatically can be seen as a two step process:

e First, consider its natural expansion (see Section 2.8) to the correspond-
ing type (that is extend only the language).
e Second, add the new axioms.

This realization can be helpful—it allows us to divide accordingly the preser-
vation theorem into two parts which is precisely the direction we shall take.

Theorem 3.27. IPEP, CIPEP, 7-IPEP, and 7-CIPEP are preserved under
axiomatic extensions.’

Proof. Let L' be an axiomatic extension of L. Assume, for instance, that L
has the 7-IPEP (the proof for the other cases is analogous). Take (A, F) €
Mod L' and a € A\ F. Since, clearly, also F' € Fiy, A, there is an intersection-
prime filter F’ € Fir, A such that a ¢ F’. However, we also obtain that
F’ € Fiys A: because I’ is closed under all rules of L’ and, moreover, since
F C F',itis also closed under the new axioms. O

Next we shall inspect the preservation under axiomatic expansions. To
this end, we need the following auxiliary result; recall the cardinal ¢ defined
on page 34.

Proposition 3.28. Let L be a logic in £ and take k = max{|Varc|,e}. Then, the
following are equivalent:

(i) L” has the (C)IPEP,

(ii) L,/ has the (C)IPEP.
Proof. Take Varg as in (2.2). The assumptions ensure that | Vars| = &, thus
we can identify LS with L*. By Proposition 2.29 and comments below Def-

inition 2.31, we obtain L* =X L, /. Thus, the result follows from Proposi-
tion 2.32. OJ

? In the case of the IPEP this result was already proved in [27, Lemma 2.8].
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Theorem 3.29. Let L' in L' be an axiomatic expansion of L in L and assume that
¢ < |Varg|. If L has the (C)IPEP, then so does L.

Proof. The assumption ¢ < | Var | says that Proposition 3.28 applies for k =
| Varz|, thus L can be identified with L and we can conclude that L./ has
the (C)IPEP. Further, since L’ is clearly an axiomatic extension of L ~/, it has
the (C)IPEP by Theorem 3.27. O

In particular, the theorem always applies if £’ and Varg are countable.
Also observe that axiomatic expansions obtained by adding countably many
constants always preserve both IPEP and CIPEP (this kind of expansions
has been deeply studied in the field of fuzzy logics, see e.g. [42, 45]). More-
over, the cardinal restriction in Theorem 3.29 is necessary (even for proto-
algebraic logics); indeed, the infinitary product logic II, does have the
CIPEP (Example 3.14), but there exists a cardinal x such that the logic II7
does not enjoys the IPEP (Theorem 4.1), therefore, by Proposition 3.28, the
natural expansion of Il to a language with additional x-many constants
enjoys neither the CIPEP nor the IPEP.

Theorem 3.30. For protoalgebraic logics both T-IPEP and T-CIPEP are preserved
under arbitrary axiomatic expansions.

Proof. Assume L is a protoalgebraic logic in £ and it has the 7-(C)IPEP.
Since protoalgebraic logics are closed under arbitrary axiomatic expansions,
by Corollary 3.17 and Theorem 3.27, it is enough to argue that any arbitrarily
large natural extension (L./)* (which is a logic in language £ = (L', k)) of
the natural expansion L~/ has the (C)IPEP.

This can be proved by a slight modification of the reasoning seen in Sec-
tion 2.8. We can again prove a variant of Proposition 2.29 for (L./)", i.e.

I'brs ¢ ifand onlyif =[] b, )» T(9),

which can be done completely analogously, with the difference that instead
of the set X fl we use:

X2 ) = {e(p1, ., 0n) € Fmgs (k) | @1, o € Fingiyy, and ¢ € £\ L)
and, of course, as the set Vars we choose Varg U {z, | ¢ € Xfl(“)}.

Similarly as in Section 2.8, the translation 7 is an isomorphism from F'mgs
onto Fm | L. Therefore for A\ = |Vars| we have L* = (L./)*. Conse-
quently, since L* has the (C)IPEP, so does (L /)" (Proposition 2.32). O
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3.4 Conclusion and remarks

We have finished the basic presentation of the hierarchy of infinitary logics.
Let us now briefly contemplate on what we have seen. Firstly, let us focus on
the meaning of the classes in the hierarchy. Indeed, determining the position
of a given logic in the hierarchy essentially amounts to determining how
many R(F)SI-models the logic has.

o R(F)SI-completeness: this weak property only ensures that there are
enough R(F)SI-models for the logic to enjoy the completeness result.

e (C)IPEP: This property is often a useful intermediate step when

proving R(F)SI-completeness. It should be clear that logics with (C)IPEP
have a lot of Lindenbaum-Tarski R(F)SI-models, i.e. those of the form
(Fmg,T)*: indeed, it suffices to consider these models to obtain R(F)SI-
completeness.
Also we would like to recall that in Subsection 3.1.1 we presented a use-
ful characterization for (C)IPEP logics to be in the class by means of
surjective completeness: in protoalgebraic logics it is enough to know
a complete class of matrices K such that S(K) € Modg g L. (Corol-
lary 3.13).

e 7-(C)IPEP: The strongest property in the hierarchy implies that these
logics have the most of R(F)SI-models. The representability theorem
(Theorem 3.19) and comments below explain that R(F)SI-models suffice
to generate the whole class of reduced models, Mod™* L, by means of
subdirect products.

Finally, let us summarize what we (don’t) know about preservation of
these properties under extensions and expansions in Table 3.1. Since in
protoalgebraic logics we have the correspondence theorem, which can be
a very helpful property in proving of these preservation results, we in-
cluded the distinction protoalgebraic/non-protoalgebraic in the table. The
table shows that we have left many questions open: for example we have no
knowledge about preservation of the R(F)SI-completeness.
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Logics 7-(C)IPEP (C)IPEP
i ? ?
Finitary protoalgebraic ? :
extensions non-protoalgebraic ? No (3.3.1)
Axiomatic
extensions all Yes Yes
Axiomat ic protoalgebraic Yes No (I..), but
SXPANSLIONS | hon-protoalgebraic ? Yes, if ¢ < [ Varc|

Table 3.1: Preservation under extensions/expansions




4 Separating examples

The goal of this chapter is simple: we are going to present three logics that
separate the classes, which shows that we have indeed established a new
hierarchy (Figure 4.1). We will also see an additional example of an infinitary
logic which does not belong to any class of the hierarchy:.

Finitary > 7-IPEP > IPEP —* RFSI-complete

St

T-CIPEP > CIPEP _— RSlI-complete
Figure 4.1: The hierarchy

However, there is a small caveat: to introduce some of the examples and
to prove the necessary claims we need some basic properties of semilinear
and disjunctional logics presented only later in Chapter 5. The ordering has
been chosen for the sake of the narrative.

4.1 A non RFSI-complete logic

In this example we use some notions about disjunctions described in Sec-
tion 5.2. The separating example presented in this section is a modification
of [27, Example 3.12], which was proved to have the PCP, but not the sPCP.
We present a protoalgebraic version of this logic to ensure the transferred
version of PCP, which we consequently use to show that our logic is not
RESI-complete.
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Let A be a Heyting algebra, which is not a dual frame. That is there are
elements a; € A for natural 7 > 0 such that

/\(1'0\/$z') f xg V /\{L‘@

i>1 i>1

Note that we can take for example a lattice of open sets on the real line
as A, where X -4 Y =int(R\ X UY) for any X,Y C R (of course, int is
the topological interior). The algebra A is defined in the language of lattice
with additional constants {c;};>0 U {c} which are defined by c/* = a; and

A= Ai>1 @i- Finally L is the logic of the following class of matrices:

{(A), F | F is a principal lattice filter on A}.
It is easy the prove the following description of the entailment:

I', ¢ <= forevery A-evaluation e we have

N\ e(7) < ely).

yel’

Using this characterization and the fact that A is distributive, it is easy to
see that V has the PCP. On the other hand, it does not have the sPCP: clearly

cohrLeVe and {c¢|i>1} kL Ve,

thus using sPCP we would obtain {cy V ¢; | ¢ > 1} 1, which is not possible.
It remains to show that this logic cannot be RFSI-complete: first observe
that, since PCP transfers (Proposition 5.9), we known by Proposition 5.7
that intersection-prime filters coincide with V-prime. It is easy to see that
submodels of models with V-prime filters are again V-prime, hence

S(Modfpg L) = S(Mod" L) € Modgrsi L,

Consequently, assuming that L is RFSI-complete we obtain that it has the
IPEP (Corollary 3.13). However logics with IPEP and the PCP has also the
sPCP (Proposition 5.8), which we proved not to be the case. Thus, L cannot
be RFSI-complete.
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4.2 A logic with CIPEP but without the 7-IPEP

We will now show that in general neither IPEP nor CIPEP transfer. In-
deed, we will see that II, does not have 7-IPEP, but from Example 3.14
we know it has the CIPEP. The crucial difference between 1., and I, is
in the fact that the connectives of the latter are not continuous on the unit
interval topology (in fact, only — is discontinuous at 0 for II). In the proof
we use some basic properties of semilinear logics—see Section 5.1.

Theorem 4.1. I1, does not have the T-IPEP.

Proof. By virtue of Corollary 3.17, it is enough to prove that some natural ex-
tension of I, does not have the IPEP. Let s be an arbitrary cardinal strictly
larger than the continuum ¢ and consider the natural extension 117 .

Since Il is obviously semilinear w.r.t. —, by Theorem 5.2 any filter F' is
intersection-prime if and only if it is linear. Furthermore, since models of
II and II% coincide (Observation 2.23), it follows that every theory 7' of
II, is intersection-prime exactly when it is linear. Define

I''={(zq = xp) 20| 0<a<f <k}

Let us show that I' ¥z 0. Indeed, otherwise there would be a count-
able subset I'"" of I" such that I . xo (II%, is a natural extension of Il
therefore it has cardinality N;). Then, we could take a substitution o such
that o[ Var[I"]] C Var. Then, o[I'] Frx, o(xg) and, hence, o[I'] Fr1., o(x0).
Let us define vy = o(x¢) and enumerate the remaining variables of I" as
{v1,v2,...} in such a way that {(v, = v;,) = vo |0 <n <m < w} Fr vo.
This derivation can be falsified by taking the evaluation e(vy) = 3 and
e(vp) = 2,1% for each n > 1.!

If 115, had the IPEP, there would be a linear theory 7' O I" such that
T ¥nx xo. Consider the Lindenbaum-Tarski model given by T, that is
(Fmg(k)*,T*). It is easy to see that F'm, (k)" is an Archimedean (see the
proof of Proposition 2.22) linear product algebra, thus by Proposition 2.22 it
embeds into [0, 1]f1.

Furthermore observe that forany 0 < o < 8 < Kk wehave z, = 253 ¢ T,
which implies that |Fmz(x)*| = & (because (¢, ) € 2(T) iff both p — ¢ €
T and ¢y — ¢ € T'). However, since x > ¢, we have a contradiction. O

First, observe that as a consequence of the fact that the 7-IPEP is pre-
served under axiomatic extensions (Theorem 3.27), we have the following
corollary:

! Note that the same argument for L., would fail here, i.e. necessarily it is the case that
{(xi = x5) 220 | i < jinw} g wo.
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Corollary 4.2. BL does not enjoy the T-IPEP.

By Theorem 3.19, Il is not finitely subdirectly representable, thus the
class Mod™ I, is not generated as subdirect products of chains. In fact, in
the proof of the theorem, we have constructed an algebra, namely Fm,(x)*,
which is not a subdirect product of algebras from Alg*IIrgy, that is

Alg*Hoo 7'é PSD (Alg*HooRFSI)'

Thus, in particular Alg*II is an example of class of algebras which wit-
nesses that the well-known Birkhoff’s theorem about subdirect representa-
tion does not generalize beyond quasi-varieties: in fact, recall that Alg*TI
is a generalized quasi-variety which makes it, arguably, the closest general-
ization of quasi-variety. Moreover, the class is generated by a single chain.

Another consequence of the theorem is that the logic with x many vari-
ables given semantically by the standard product chain need not have cardi-
nality N; (e.g. whenever x > ¢). Moreover, as mentioned in subsection 3.3.2,
not every axiomatic expansion of Il has the IPEP (CIPEP); e.g., by Propo-
sition 3.28 and the previous theorem, adding more than continuum many
constants does not preserve any of them.

4.3 A non-RSI-complete logic with the 7-IPEP

In this section, we introduce an infinitary truth-degrees-preserving L.ukasiewicz
logic with rational constants LS, which can be seen as a natural combination
of the Lukasiewicz logic that preserves degrees of truth studied in [47] and
Lukasiewicz logic with rational constants studied in [59, 75]. After an el-
ementary presentation of the logic we shall show that, as desired, it has
7-IPEP but it is not RSI-complete. As in the previous example, in order to
argue that it indeed has the desired properties we use some basic facts of
semilinear logics (see Section 5.1).

Consider a language of Lukasiewicz logic with rational constants, that is:

L={=,&,0}U{7|qe(0,1]NQ} and Varp = w.

Let [0, 1];‘;Q denote [0, 1]z, expanded with the natural interpretations of the
constants. Let 1 ¢ denote the lattice filter generated by a rational number ¢
in [0,1],i.e. Tq = {r € [0,1] | r > ¢}. Define L, as the matrix (|0, 1]§,Tq> and
define the set K = {L, | ¢ € (0,1] N Q}. Thus, we define

LS = Fx.
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Note that, since rationals form a dense subset of reals, L5 is indeed the
degree-preserving logic over the algebra [0, l]i;Q (i.e. every lattice filter on

[0, 1] is a filter of £.5). Indeed, we could define LS as
Iz <= N\vlll<o(p), forallv € Hom(Fm,[0,1]7).

However, as we will see later, it is of significance that the logic can be defined
over countably many matrices. Define the following generalized implication
connective:

r=y={@—=y)"[ncuv},

where (—)" denotes the n times iterated conjunction. It is easy to check that
= is a weak implication in L. Indeed, observe that for every (A, F') € K and
every a,b € A it holds that a =A}p C Fifand only if a < b, where < is the
standard order on reals (cf. Observation 2.2).Thus, clearly, K C Mod’L and
hence L is semilinear.

Recall that on every reduced model (A, F'), we have the induced order
relation <# given by a<*b iff a =4 b C F. Moreover, it is easy to see that
LS proves:

T =yhys (x —y) <1,

which implies the left to right implication in the following characterization
of the order on reduced models (the other implication is obvious):

a<th = a—b=1" 4.1)

Now we can easily see that L§ is infinitary (in fact, card L = X;); indeed:

U a=ptip
4e(0.)NQ

but no finite subset of premises would entail p.

Note that L5 is weakly implicational (equivalential), but not algebraiz-
able, which is a consequence of the fact that all the matrices £, are reduced
(on every algebra in algebraizable logics there is at most one filter making
the corresponding matrix reduced).
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Proposition 4.3. LS has the T-IPEP.

Proof. Let Lk ,, be the logic in xk-many variables semantically given by the
class K. We can apply Theorem 3.25 to prove that Li ,, has cardinality ®; and
thus show that £5" = Lk , (the condition necessary to ensure the unique-
ness of natural extensions is fulfilled; see Subsection 2.8.1). The theorem
applies, because K is countable, the standard interval topology on [0, 1] is
compact and all the connectives are continuous w.r.t. it and finally all the
filters 1 ¢ can obviously be approximated by countably many open subsets
of [0,1]. So £5" is complete w.r.t. K and, consequently, it is semilinear w.r.t.
= (because K C Mod’L) and has the IPEP (in fact, every semilinear logic
has the IPEP; see point (ii) of Theorem 5.2). By Corollary 3.17, since L is
protoalgebraic, it has the 7-IPEP. O

Proposition 4.4. LS is not RSI-complete.

Proof. First, observe that LS satisfies for every real number r € (0,1] the
following density rule:

{cj:>x|q<r}u{q|q>r}l—L§x 4.2)

We show that LS has no RSI-models which implies that it cannot be RSI-
complete because it is not the inconsistent logic. In pursuit of contradiction
suppose there is a reduced model A = (A, F) in which F is completely
intersection-prime. In particular, ' # A and, since LS is semilinear, F is
linear (by Theorem 5.2), which implies that <A is a linear order. Consider
the following set of rationals

Cr={qe(0,1]|g* e F}.

Claim 1: For each a € A\ F, there is ¢ such that a < ¢4 and ¢ ¢ CF.

Proof: Take a € A\ F and assume that there is no such ¢. By linearity of <4,
we have gA<?q for every ¢ ¢ Cp. Thus, applying (4.2) for r = inf Cr, we
obtain that ¢ € F'; a contradiction.

Let us define 1q4 = {a € A | a >4 ¢4}.
Claim 2: For every q ¢ Cr, F C 1G4
Proof: Take a € F and suppose ¢ £4 a. By linearity a <# ¢, thus modus
ponens of = implies that ¢ € F' —a contradiction.

Claim 3: For every B € Alg*L and every ¢q € (0,1] N Q, the set 1P is an
LS filter.
Proof: Since LS is equivalential in a countable language with a countable set
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of variables we have Alg*L = ISPg,, ([0, 1]?), and hence B is embeddable
into C = []"[0, 1];1‘_’2 /F for some F, an N;-complete filter on « (see e.g. [30,
Theorem 1]). Take G = ([[" 1¢)/F; it follows that (C, G) is a reduced model
of LS (because Mod* L is closed under Pg,,, ). We show that G = 17:

@ etq® <= {aer|q—ala)=1}eF
— {a€ekl|ala)etq}t eF
<~ [a] € G,

The claim follows because 132 = 13¢ N B.

It is now easy, by virtue of all the claims above, to conclude that /' =
N 4¢Cr T ch, where foreach g ¢ Cp, 1 ch is a filter and does not coincide with
F —a contradiction with the fact that F' is completely intersection-prime. [

4.4 An RSI-complete logic without the IPEP

As we have seen in the previous section, when we want to determine
whether a given logic is RSI-complete or RFSI-complete, the notions of
CIPEP or IPEP are useful sufficient conditions. We only need to verify
whether the logic satisfies one of these extension properties (or finitarity).
This section is devoted to the problem of separating the classes of logics
with the IPEP from RFSI-complete logics, and the classes of logics with the
CIPEP from RSI-complete logics. This will be achieved by producing a sin-
gle example, rather difficult to construct, of an RSI-complete logic which
does not enjoy the IPEP. This way we prove that CIPEP and IPEP are not
trivial notions, which, as conclusion, allows us to obtain a hierarchy of in-
finitary logics.

4.4.1 Introducing the example

We are going to describe an RSI-complete weakly implicative logic L which
does not belong to the IPEP class. Our logic will be given semantically by a
suitable matrix (A, F'). This approach will turn out be very useful in proving
RSI-completeness: we only need to check that the matrix is reduced and F'is
completely intersection-prime filter in Fiy, A, i.e. that (A, F') € Mod™ Lgg.

In order to falsify the IPEP in L, we will implement a full binary tree of
height w into A . The motivation is that every node in the tree is A-reducible
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(i.e. can be expressed as a meet of its two immediate successors). To benefit
from this idea we make sure that every node s of the tree will correspond to
some theory Ts of L. Moreover, we make sure that for every node s and its
two immediate successors s and s» their corresponding theories T, T, , T,
will satisfy 7 C T, Ts € Ts, and Ty = Ts, N T, (thus ensuring T is not
intersection-prime for every s). Thus, we define a set of formulas I" and a
formula ¢ such that I'" ¥, ¢, in such a way that any theory extending I
and not containing ¢ will correspond to some node in the tree. This way we
conclude that I" cannot be extended to any intersection-prime theory.

To this end, we add a unary connective for each node s, which will al-
low us to capture (within the logic) which nodes are above s. Interestingly
enough, in order to follow through we need to let the logic ‘know” some-
thing about itself, that is, we include in the algebra A also some substantial
subset of Fm ({p}) (algebra of formulas in one variable p). Therefore, an
interesting feature of this logic is that it is described semantically but the
defining structure is partially based on its own syntax.

Fix T = (T, <) to be the full binary tree of height w. Note that we can
view T as e.g. the collection of all functions which have a natural number n
as a domain and a subset of 2 as range, where <t is the inclusion order ({}
is the root of this tree). We will use variables s, r, ¢, u (possibly with indexes,
superscripts) for the nodes, moreover we write r for the root of T

Let us next focus on the language of L. It has countably many variables
with type £ = {0,—, B} U{Bs | s € T}, where 0 is a nullary connective,
— is binary and the rest are unary connectives; read B, as ‘bigger than the
node s’. Moreover we define a nullary connective 1 as 0 — 0.

Next we describe the subset of Fm,({p}) that we will include in A. We
will call this set FmP and define it recursively as the smallest set satisfying

() (@) {Bs(p) |s€ T} < FmP,
(b) {Bs(0) | s € T} C FmP,
() {Bs(1) | s € T} C FmP,
(ii) moreover for every ¢, € FmP also

(@) {By(¢)|seT}C Fmp,

(b) 0 = ¢ € FmP and ¢ = 0 € FmP,
() 1= ¢ FmPand p = 1 € FmP,
(d) p= ¢ € FmP and ¢ = p € FmP,
() ¢ = ¢ € FmP

We write the formulas in FmP in boldface (and we use = instead of —)
to have a better distinction between formulas that are part of the syntax and
those that we use to build the algebra A. Note that FmP is a subalgebra of
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the { B, 0, 1}-free reduct of Fm.({p}). Let us mention that we have presented
FmP in such a way that it has a well-arranged structure for inductive proofs
on FmP, as we will see later. Having described the two main components of
the algebra A we are finally ready to define the logic L.

Definition 4.5. Suppose that all the elements in FmP, T and {0, 1, x} are
mutually distinct objects and denote D = {¢ € FmP | thereisy €
FmP such that ¢ = ¥ = 1}. We define:

A=FmPUTU{0,1,%}and F =DUTU{1,}.

For every s,t € T and every ¢, € FmP the operations of the algebra A
are given by the tables 4.1 and 4.2.

Operation —
T, T s —>t=sif s = sand s — t = 0 otherwise
T, FmP s>p=p=>pandp >s=p=7p
T,0,1 s—-0=0—s=0ands—1=1—5=0
FmP, FmP poPY=p=>9
FmP, 0 0—2p=0=>pandp 0= =0
FmP, 1 lvp=1=pandp=>1=p=1
0,1 0—-0=1—-1=1land1 —-0=0—1=0
* Asifxe T (eg. x> p=p=¢)

Table 4.1: Interpretation of the connective —

Moreover B(x) = x and B(a) = By(a), where r is the root of T and a # *.
The constant 0 is interpreted as 0. We define L as the logic of this matrix, i.e.

L=Fna.

To get better acquainted with this definition let us first compute few val-
ues of formulas. For this example we will use labels for the nodes as de-
picted on Figure 4.2.

Example 4.6. Consider an evaluation e and a formula

¢ =DBs(qg—q) —q
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Operations B
T Bs(t) = tift >7 s and B,(t) = Bs(p) otherwise

FmP Bs(p) = Bs(¢)
0,1 B,(0) = B,(0) and B,(1) = B, (1)
* Bs(*) = Bs (p)

Table 4.2: Interpretation of B;’s

Figure 4.2: The tree T

(a)if e(q) = 11, then e(p) = 11;

(b) if e(q) = 3 (or 5,10, 14, ... or %), then e(¢) = Bg(p) = p,
(c)if e(q) = 0, then e(p) = BG(T) = 0;
(d) if e(q) = ¢ € FmP, then e(¢) = Bg(¢p = 1) = .

Observe that for any evaluation e and any formula ¢ it is true that
e(p) € FmP <= thereis a subformula B,(v) of p and e(¢) #r s.

Thus, whenever e(¢) € FmP we can say that the formula ¢ is in some sense
falsified by the evaluation e. It is very easy to see that L is a weakly implica-
tive logic using the following observation:

Observation 4.7. For every a,b € Aitholds:a — b € F iff a = .

Note that it relies on the fact that we included some part of FmP, namely
the set D, in the filter.

Corollary 4.8. L is a weakly implicative logic and (A, F) is reduced.
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4.4.2 Failure of the IPEP

In this section we prove that L does not satisfy the IPEP (Theorem 4.13).
The result follows from the fact that L satisfies two properties which we call
upward persistency and infimum property. The proof of each of these two prop-
erties is a rather technical work. Thus, we first disprove the IPEP using these
properties and only after that we argue that the logic indeed satisfy them.
We believe this presentation will be more convenient to the reader.

Convention 4.9. Every formula mentioned in this section is assumed to con-
tain only the variable p. For every such a formula ¢, we denote by ¢* the
value of ¢ under an evaluation e such that e(p) = s € T. We also write
¢ =5 ¥ meaning that p° = 9.

Recall the convention from the beginning of this section that we use vari-
ables u, s, r, t for the nodes of T.

Proposition 4.10 (Upward persistency). For every formula ¢ and evaluations
s <t t, it holds: if o* € F, then o' € F.

Proposition 4.11 (Infimum property). For every formula ¢ and every s, sa, it
holds: if p** € F and p** € F, then also p* € F, where s = inf{s1, s2}.

Now to disprove the IPEP we need to describe a suitable set of formulas
Iy and a formula ¢ such that I ¥1, ¢ and for every theory T' O I:if T' 1, ¢,
then T is not intersection-prime, i.e. there are two theories 77 and 75 strictly
containing 7" such that 7' = 71 N 7.

Definition 4.12. Let us enumerate all propositional variables as {p; }ic.,. We
then define Iy = {p; — pj | 4,7 € w} U {Br(p1)}.

We extend the notation from Convention 4.9 to sets of formulas: we write
T for the set {¢® | p € T'}.

Theorem 4.13. The logic L does not satisfy the IPEP.

Proof. We will denote as e, the evaluation that sends every variable to a
fixed element a € A. First, observe that Iy 1, 0, which can be stated as
follows: there is an evaluation e which satisfies I, i.e. e[Iy] C F. Moreover
all the evaluations that satisfy I are exactly of the form e, for some s € T
(evaluations satisfying Iy can be identified with nodes of T). This allows
us to treat formulas as being written in one variable, call it p, and use the
notation ¢* instead of e;(y): because we have for any 7" D I

2 Recall that r is the root of T.
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es[T] C Fif and only if o[T)° C F,

where o is the substitution sending every variable to p.

Next let us have a theory T containing Iy such that 7' ¥y, 0. Denote the set
of all nodes satisfying 7" as Sat(7") = {s € T | T° C F'}. Note that Sat(7T') is
nonempty, Sat(7") C T, and it contains all the evaluations satisfying T'.

We first show that there is a <p-least element in Sat(7): pick any s €
Sat(7T") and consider a set |s = {t <t s | t € Sat(7)} and let sy be the
<t-least element in |s (such an element always exists, because T is a tree).
We show that s is the <r-least element in Sat(7"). Suppose it is not, then
there is s1 € Sat(T) such that sy £r s;. Let t be the infimum of {s, s1}
(obviously, ¢ <t s¢). To arrive at contradiction it remains to show that ¢t €
Sat(T"), which is, however, an easy consequence of the infimum property
(Proposition 4.11): since for every ¢ € T'we have ¢* € F and ¢°' € F thus
also ¢! € F.

Since s is the least element in Sat(7") we obtain:

T F1, ¢ if and only if ¢ € F (4.3)

The direction from left to right is obvious. For the other let ¢*° € F. Then,
since for every s € Sat(1') we have so <t s, we obtain ¢* € F' (by the up-
ward persistency, Proposition 4.10). Therefore every evaluation which satis-
fies T also satisfies ¢.

Now let s1, s2 be the two distinct immediate successors of so. Obviously,
T ¥y, B, (p) and T ¥y, Bs,(p) (this fact is witnessed by the evaluation ey).
Therefore, both 77 = Thy,(T U {Bs,(p1)}) and Ty = Thy(T U {Bs,(p1)})
strictly contain 7'. Finally we prove that for every formula ¢:

if Ty b, pand T b, o, then T Fr, (4.4)

Suppose T1 1, ¢ and T3 1, . By (4.3), we need to show % € F. It is easy
to see that 7}' C F, and consequently ¢°' € F, similarly ¢*2 € F. Thus, the
desired result is a consequence of the infimum property.

In particular, the fact (4.4) tells us that the theory T is not intersection-
prime (7' = Ty NT»), which is exactly what we wanted. O

To conclude the proof we will now demonstrate that L indeed satisfy both
of the properties. We start with the upward persistency.

Lemma 4.14. For every formula ¢ and every s <t t, we have the following: if
©® € TU{x}, then p* = sand o' = t.

Proof. The proof proceeds by induction on the complexity of ¢. The base
step where ¢ = p (or ¢ = 0) is obvious. Induction step:
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o If p = B,(v) and ¢® € T U {*}, then obviously ¢* € T and, therefore, by
induction assumption, ¢°* = s and Wt = t. Itis also clear that u <1 9® <t
. We can thus conclude that ¢* = ¢* = s and ¢! = ¢t =¢.

e The case of ¢ = B(v) follows easily because for any u € T we have
B(u) = u.

e Assume that ¢ = @1 — @9 and ¢* € T U {x}. Since ¢1° = p2® € T U {x},
we obtain the result simply from the induction assumption. O

Notice that by this lemma for any formula ¢ and node s, the value of ¢*
can only be s,0, 1, or x for some x € FmP.
Lemma 4.15. For every formula y and every s <t t it holds:
() if ¢* =0, then o' =0,
(ii) if p* =1, then o' = 1.

Proof. We prove both cases simultaneously using induction over the com-
plexity of the formula ¢. The base step is again obvious.

If ¢ = B, (v), it is trivial (¢° can be neither 0 nor 1).
If ¢ = B(1), it is trivial for the same reasons.
If ¢ = 1 = 2 and ¢® = 0, then we have the following possibilities:

(i) ¢1° =0and ¢2° = s (or the other way around),
(ii) ¢1° =1and ¢2° = s (or the other way around),
(iii) ¢1° = 0and p2° = 1 (or the other way around),

All these cases are easy to prove using the induction assumption and
Lemma 4.14.

If o = 1 — @9 and ® = 1, then both ¢1° and ¢9® are either 0 or 1. Thus,
the result is a simple consequence of induction assumption. O

Lemma 4.16. For every formulas ¢ and 1, for every s <t t and for every
x € FmP, it holds: if p = ¢ = x, then ¢ =; 1.

Proof. We prove it by induction over the complexity of FmP. In the upcom-
ing proof we will not deal with formulas of the form B(¢’) because the proof
for these instances proceeds exactly in the same way as the proof for B(¢').

(i) (@) If ¢ =5 ¥ = By(p), then, obviously, ¢ = B,(¢1) and ¢ = By (¢1)
such that s = ¢1® 27 wand s = ¢;° #7 u. We use Lemma 4.14 to
derive: o1t =t = wlt. The rest is straightforward.

(b) If =5t = Bu(a)/ then Y = Bu(‘pl)/ = Bu(wl) and p1° = 7,015 =
0. The rest is an easy consequence of Lemma 4.15.
(c) If p =5 ¢ = By (1), we do it similarly.
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(11) (a) If ¥ =s w - Bu(X)/ then Y= Bu(‘Pl)/ ¢ - Bu(wl) and 9018 = %s =
X The rest follows from the induction assumption.

(b) f p =5 ¢ =0 = x, then p = p1 = ¥, ¥ = Y1 — 12 and
w1® = YP1° = 0 and po® = ¥® = x. The rest follows from the
induction assumption and Lemma 4.15. (The same proof applies to
x = 0).

(c) If p =5 v =1 = x, we do it similarly.

d) Ifp = ¢ =p = x, thenp = ¢1 = 2, ¢ = 1 = ¢ and
©1° = Y1° = s and p2° = Y° = x. We apply Lemma 4.14 and the
induction assumption.

(e) If o =5 ¢ = x1 = X2, we do it similarly. O

We are now ready to prove the upward persistency:

Proof of Proposition 4.10. Let us consider the three possible cases. First, if

¢® = s, it follows from Lemma 4.14. Second, if ¢* = 1, it follows by
Lemma 4.15. Finally, if ¢* = x = x for some x € FmP, it follows that
@ =1 — @2 and p1° = p2° = x; then we just apply Lemma 4.16. O

Next we focus on the infimum property. Again we need to prove several
technical lemmata first:

Lemma 4.17. For every formula ¢ and any s <v t, it holds: if ¢® = x for some
x € FmP and ¢* # ¢!, then there is a subformula B, (1) of ¢ such that s <t
u <7 t.

Proof. Suppose we are given s and ¢ satisfying the conditions of this lemma.
We prove the conclusion by induction over the complexity of ¢. The base
step holds trivially. For the induction step we consider the following cases:

e o = B,(¢) and suppose ¢* = x for some x € FmP and ¢* # ¢
Thus, either also v satisfies the conditions of this lemma and we are
done by the induction assumption or 9° = s. In the second case, from
Lemma 4.14, we get o' = ¢. Finally, since ¢* # ¢! = B, (p), we conclude
that s <p u <7 t.

e © = B(¢) and suppose ¢* = x for some x € FmP and ¢* # ¢'. This
case is very similar to the previous one; the only difference is that in this
case the second possibility cannot happen.

e © = @1 — 9 and suppose ¢* = x for some x € FmP and ¢* # '
There are many cases to discuss (based on the form of x), however all of
them are easy to check (using Lemmas 4.14 and 4.15 and the induction
assumption). For example x = 0 = x’ for some x’ € FmP, meaning
that p1° = 0 and p2® = x’. By Lemma 4.15 1° = ¢, therefore, since,
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©*® # p°®, we obtain yp2® # @9°; the rest follows by the induction applied
to ©2. OJ

Lemma 4.18. If B,(v) is a subformula of p and t #v s, then @' = x for some
x € FmP.

Proof. Because of Lemma 4.14, we know that ¢! has one of these values:
t,0,1, or ¢ for some ¢ € FmP. In all these cases we get B;(¢))" = x for some
x € FmP. The rest is easy (cf. comments right below the definition of the
logic LL). O

The next auxiliary lemma shows the relation between the presence of 0 in
¢ and certain values of ¢°.

Lemma 4.19. For every formula ¢ and any node s € T it holds that 0 is a subfor-
mula of  iff p* € {0, 1} or ¢* = x for some x € FmP such that 0 is a subformula

of x.

Proof. We prove it by induction over the complexity of . The base step is
easy. Now let us write Prop0(y) if ¢* € {0,1} or ¢* = x for some x € FmP
such that 0 is a subformula of x.

e If o = B, (1), it is easy: 0 is a subformula of ¢ iff it is a subformula of ¢
iff (by the induction assumption) Prop0(¢) iff PropO(¢p).

o If ¢ = B(v), it works similarly.

e Assume that ¢ = @1 — ¢5. Then: 0 is a subformula of ¢ iff 0 is a subfor-
mula of 1 or ¢y iff Prop0(¢1) or Prop0(yp2) iff Prop0(yp). O

Lemma 4.20. Let ¢ be a formula and take any si,sy € T. Suppose that s =
inf{s1, so}.2 Then:

(i) if ™ = s1 and @*2 = sy, then o° = s,
(ii) if ¢ = ¢ = 0 (resp. ¢ = ™ = 1), then * = 0 (resp. ©* = 1),
(iii) any other combination of these values is not possible, i.e. the following cannot
happen:

o 1 = g1 and ¢%2 € {0,1},
e 01 =0and p% = 1.

Proof. (i) By the way of contradiction suppose that ¢°! = s1, %> = s9,
and ¢° # s. Therefore, ¢* € {0,1} or ¢* = x for some x € FmP, but
the first possibility is not true because of Lemma 4.15, thus ¢° = x
for some x € FmP. Now we use twice Lemma 4.17 to obtain two

¥inf{s1, s2} is the infimum of s; and s> w.r.t. <7. Note that it always exists.
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subformulas of ¢: By, (11) and By, (12) such that s <t t; <t s; and
s <t ty <1 $9. Since s is the infimum of s1, sy, we obtain that t;
and ty are <p-incomparable. Thus, we obtain a contradiction from
Lemma 4.18.

(ii) It follows by an analogous argument.

(iii) First point: we argue using Lemma 4.19. If ¢*2 € {0, 1} we obtain that
0 is a subformula of ¢ and thus 51 # s;.
Second point: we prove it by induction over the complexity of ¢. The
base step is immediate.

e If o = B, (¢) (or = B(¢))) then we are done (¢° can be neither 0 nor
1 for any s).

® ¢ = @1 — 9 and suppose p°! = 0. Now there are two possibilities.
First: ¢1°1 = 0 and ¢2°' = s1. From the induction assumption and
from the previous point we get: ¢1°2> = x for some x € FmP (or
©1°2 = 0). The case of x is obvious. In the other one in order to
obtain ¢*2 = 1 we would need ¢ = 0, but it is not possible,
by the previous point (because p2°' = s1). Second: ¢;°* = 0 and
©2°! = 1. From the induction assumption (and from the previous
point) we obtain: ¢1°2 = x (or ¢1°2 = 0) and @22 = x’ (or p2°2 =
1). However, in none of these cases we get ¢ = 1. O

Lemma 4.21. For every nodes s,t and every formulas o, : if ¢* = 0 and o'
Pt =0 (or ' = ! = x for some x € FmP), then ¢° # 1.

Proof. We prove it by induction over the complexity of formulas ¢ and ).

e o = p: trivial.

e © = 0:if we have ¢! = ¢! = 0, then we use Lemma 4.20 to conclude that
v # L

e o = B(¢') (or ¢ = B(¢)): trivial.

e © = 1 — po: we discuss two cases. First: if ¢! = 0 = ¢! then, we can
again easily use Lemma 4.20 to obtain the conclusion. Second, if ¢! =
X = ', we have that ¢p = 9; — 1)2. We must again deal with two
possibilities:

(i) ¥1° = 0and p2® = s. We argue that ¢»° = s or ¢)2° = x’ for some
x’ € FmP. Suppose not, i.e. ¢»° = 0 (or = 1), by Lemma 4.19 we
can conclude that 0 is a subformula also of 2 and thus again, by
the same lemma, ps® # s, a contradiction. From this we infer that
it cannot be the case that ¢* = 1.

(ii) ¢1° = 0 and ¢2° = 1. Suppose for contradiction that ¢* = 1, i.e.
P1® = 1® = 0 (or both are equal to 1). Since the preconditions of
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this lemma are satisfied for 2 and v, (because, by Lemma 4.20,
neither ¢} = ¢ nor 1§, = 1), we obtain by the induction assumption
that ¢9° # 1, contradiction (the other case is similar). O

Lemma 4.22. For every formula ¢, and every sy, sa, it holds: if ¢ =,, 1 and
© =g, ), then ¢ =4 ¥, where s = inf{sy, s2}.

Proof. We prove it by induction over the complexity of ¢ and .

e ¢ = p. It must hold that ¥ = s; and ¥*> = sy and, by Lem-
mas 4.20 and 4.14, we get 1)° = s. Thus, we have verified ¢ =; 1.

e © = 0. It must hold that ¢** = 0 and ¢*2 = 0. Again, by Lemma 4.20, we
get ©° = 0, and conclude ¢ =, 1.

e © = Bi(¢'). Let us inspect what values ¢ can take. Note that for any s, ¢*
can be neither 0 nor 1. Therefore, we have the following possibilities:*

cases | value of ¢°' | value of ¢*?
@) 51 52
(ii) X S2
(iii) 51 X
(iv) X1 X2

(i) From Lemma 4.20, we get ¢° = s and, since also ¢°* = s; and

1% = sy, we can use again Lemma 4.20 and get ¢° = s,1i.e. ¢ =, 7.

(ii) Since ¥®' = x, we can infer that ¢ = B;(¢’) for some 1)'. Now it is
not difficult to show that ¢’ =;, ¥’ and ¢’ =, . Therefore, by the
induction assumption, we get ¢’ = ¢/, thus clearly also ¢ =; .
(Note that in case of ¢ = r it can also happen ¢y = B(¢’), which
however behaves in a similar way).

(iii) Identical.

(iv) Similar to (ii).

e o = B(¢'): almost the same.
e © = 1 — 2. Here we need to discuss even more cases (realize that we
have already rejected a few possibilities in Lemma 4.20):°
(i) Again, easily using Lemma 4.20, we obtain ¢° = s and 9° = s; in
other words, ¢ =, 1.

* Note that, thanks to Lemma 4.14, we know that s is the only element in T that can be the
value of ¢°.
> This time we do not mention symmetric cases.
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cases | value of ¢°' | value of p*?

(i) 51 52

(ii) S1 X

(iii) 0 0

(iv) 0 X

(v) 1 1

(vi) 1 X

(vii) X1 X2

(ii) Since ¢*2 = x and ¢ = 1 — @2, we infer that also ¢ = 1 — s.
Obviously, 1 =5, Y1 = s1 and g3 =4, Y2 = s1. We can also derive
©1 =5, Y1 and o =, P2: we need to distinguish cases based on the
formula x, whether itis: x1 = x2,0 = x1,1 = Xx1,0rp = X1 (or
some of its symmetric variants). All these cases are easy to check.
Now we can apply the induction assumption and obtain ¢ =, 1
and 9 =4 19 and, hence, conclude ¢ =; 9.

(iif) Asin (i), it follows easily from Lemma 4.20.

(iv) First, since ¢*2 = x, we infer ¢ = 11 — 1. Now we need to cover
two cases based on ¢!,

1. ¢1® = 0 and ¢2°* = s1: we argue that also ¢1°* = 0 and
P9®t = sq. First, if 99 = 0 (or = 1), then, by Lemma 4.19, we
would get that 0 is a subformula of 12 and, since 122 = p5°2,
we would obtain by the same lemma that 0 is also a subformula
of ¢y. Therefore again, by Lemma 4.19, we know ¢2°* = s;. By
Lemma 4.21, we get that ¢);*' # 1 thus it must be the case that
1°* = 0. Thus, we can conclude ¢ =4, ¥; and pg =4, V9. Itis
easy to derive that p1 =4, Y1 and g2 =, 2. The rest is an easy
consequence of the induction assumption.

2. 1t = 0 and p®t = 1. If we show that also ¥;*' = 0 and
P9t = 1, we are done simply by using the induction assump-
tion. For contradiction suppose it is not the case, i.e. 1™ =1
and 1»°* = 0 (note that using Lemma 4.19, as in the previous
point, we have 11°* # s; and ¥»®' # s1). We get a contradiction
from Lemma 4.21 applied on 91 and ¢;.

(v) Itis similar to (i) and (iii).

(vi) Again we first argue that also 1) = ¢ — 12 (because ¢*? = ). Sup-
pose 1°1 = p2®! = 0. Again it is enough to argue that also ¢ *! =
Yo*t = 0. This is easy to prove, just realize that the only other pos-
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sibility would be ;' = 9»* = 1, which is by Lemma 4.21 not

possible.
(vii) This case is a straightforward application of the induction assump-
tion. O

Finally, we are ready to prove the infimum property:

Proof of Proposition 4.11. For a contradiction suppose that ¢* ¢ F and both
©°t € F and ¢°? € F. First, we use Lemma 4.15 to argue that ¢ # 0 which
implies ¢* = x for some x € FmP \ D. Since ¢* # ¢°' and ¢® # ¢*2, we can
use Lemma 4.17 to infer that there are nodes t; and 5 such that s <7 t; <7
syand s <t ty <1 s2 and subformulas By, (11) and B, (12) of the formula .
Then, since s = inf{s1, s2}, we obtain that t; <1 sy and ¢2 £ s, therefore
by Lemma 4.18 it follows ¢° = x;1 € D and ¢*?> = x2 € D. Consequently,
X1 = X1 = X} and x2 = x5 = x4 for some x, x5 € FmP. We can now
easily conclude that ¢ = p1 — @2 and @1 =5, 2 = X} and p1 =5, Y2 = X5
thus by Lemma 4.22 also ¢1 =, ¢2, contradiction (Observation 4.7). O

4.4.3 Proof of RSI-completeness

Finally we prove that L is RSI-complete. From Corollary 4.8 we know that
A = (A, F) is reduced. Moreover, by definition, A is a complete seman-
tics for L. Therefore to prove RSI-completeness, it is enough to show that
A € Modggr L. Let us now prove that F' is completely intersection-prime
in Fir, A. To obtain this result we recursively define for every x € FmP a
corresponding formula ¢, written in a fixed variable p:

Definition 4.23. We define formulas ¢, recursively as follows:

() @) ¢B,(p) = Bs(B(p)),
(b) ¢p, @) = Bs(0 = B(p)),
© 5. = Bs0— (0 B(p))),

(ii) (@) ¢B,(p) = Bs(ey), B
(b) POy = 0 — ¢y and Pap=sp = Pop = 0,
(©) Y1y =12 pypand oy 7 =y — 1,
(d) Yp=yp =P = ¢y and py=p = Py = p,
(€) Papsapr = Pop = Pypr-

Using an easy induction over the complexity of the set FmP we obtain:

Observation 4.24. For every x € FmP and every evaluation e such that
e(p) = *, it holds that e(¢y) = x.
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Note that in the previous observation we benefited from the connec-
tive B (namely from the fact that B(x) = x). In order to obtain the RSI-
completeness, we need the following proposition:

Proposition 4.25. For every x € FmP \ D: ¢y 1, B (p).

We postpone its proof till later and proceed immediately to the main the-
orem of this section.

Theorem 4.26. The logic L is RSI-complete.

Proof. We show that F' is completely intersection-prime in Fiy, A. Let us
consider a non-trivial F’ € Fij, A which strictly contains F'. First, observe
that 0 ¢ F’ (because 0 Fy, p, which would imply that F” is trivial). It fol-
lows that there is some x € FmP \ D which is also in F’. However, from
the previous proposition, we know that ¢, k1, By(p); thus, if we consider
an evaluation e such that e(p) = x, we obtain, by Observation 4.24, that
e(px) = x € F’, which implies that also e(B,(p)) = Br(p) € F'. Therefore
any non-trivial filter strictly above F' contains B;(p). In other words: F' is
completely intersection-prime, which completes the proof. O

Now it remains to prove Proposition 4.25, but first need some technical
lemmata. In upcoming proofs we will tacitly be using next observation (eas-
ily provable by induction):

Observation 4.27. Let us have an evaluation e such that e(p) ¢ T. Then, for
every x € FmP, it holds that e(y,) € FmP.

Further we define a subformula order on FmP: we write x <gmp X’ iff
X is a subformula of x’. It takes again an easy induction argument to prove
that for every x, x’ € FmP and any evaluation e sending p to x that

X <Fmp €(¢y’) and thus e(py/) # X 4.5)

Lemma 4.28. For every x € FmP and for every evaluation e we have:

(il) if e(p) = x’ for some X’ € FmP, then e(py/) # Br(X'), e(px’) # 0 =
B (x') and e(py’) # 0 = (0 = B:r(X'))-
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Proof. We prove only the first point; the others are even simpler. Case of
e(y) # Br(0): obvious. Second, e(py) # 0 = B (0): this possible happen
only if (1) x = p = x’ (in this case oy, = p — ©y~), then e(py) = 0 =
e(¢y), the rest easily follows from the first inequation; the second possibil-
ity x = 0 = x’ is proved analogously. Finally, e(¢y) # 0 = (0 = B, (0)):
similar but using the second inequation. O

Lemma 4.29. For every x1,x2 € FmP and for every evaluation e such that
e(p) = 0ore(p) = 1ore(p) = x for some x € FmP, we have:

e(‘PXl) = e((tpxz) <~ X1=X2-

Proof. We prove this lemma only for evaluations e such that e(p) = 0, the
other cases follow almost in the same way (they are only using different
points from the previous lemma). This lemma is then proved by induction
over the complexity of x1, x2 according to the definition of FmP:

() (@) x1 = Ba(p): we get oy, = Bu(B(p)) and e(¢,) = Ba(B:(0)).

Now it is easy to see that the conclusion follows for base step for
X2 (i.e. points 1.(a),(b),(c)). Moreover, for the induction step there is
only one more complicated variant, namely 2.(a) (for the rest obvi-
ously e(py,) # e(¢x,)): suppose x2 = Bs(x) for some x € FmP,
but, by Lemma 4.28, e(py) # Br(0), i.e. e(¢0y,) # e(pxa)-

(b) X1 = Bs(0): ¢xy = Bo(0 — B(p)) and e(iox,) = Bs(0 = B1(0));
we again deal only with the case 2.(a). So let x2 = Bs(x) for some
x € FmP. However, again by Lemma 4.28, e(¢y) # 0 = B, (0)
and therefore e(py, ) # e(¥x2)-

(© xa = Bs(llz then Px1 = Bs(0 — (0 — B(p))) and e(py,) =
B;(0 = (0 = By;(0))). Again 2.(a): x2 = Bs(x) for some
x € FmP. However, by Lemma 4.28, e(py) # 0 = (0 = B(0)).

(i) @ X1 = Bs(xh): 9xs = Biloxs) and e(pn,) = Bo(e(pys)) the

base step for x2 follows by the first part of this proof. Case 2.(a):
X2 = Bs(x5%) and e(py,) = Bs(e(pys))- We obtain the result eas-
ily from the induction assumption. For the other cases we trivially
get 6(902(1) 7é e(@)@)' B o

(b) x1 =0 = X1:¢x1 = 0 = vy and e(px,) = 0 = e(p5,). The
base step for x2 is trivial. Moreover the only interesting induction
cases for x2 are 2.(b) and 2.(d)-which are treated in the same way:
we obtain x2 = 0 = x5 and e(py,) = 0 = e(py ). The rest easily
follows by induction assumption. In the remaining cases we can

simply observe e(py, ) # e(Pxa)-
(c),(d),(e) Similar. O
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Now we have all the ingredients to prove the key proposition:

Proof of Proposition 4.25. It is enough to show that for any evaluation e such
that e(p) € FmP U {0, 1,+} we have e(p,) ¢ F. If e(p) = » we argue using
Observation 4.24. For other evaluations we distinguish two possible scenar-
ios in which we could get e(py) € F (note that by Observation 4.27 we
would get e(¢y) € D, therefore the only possible cases are 2.(d) and (e) of
Definition 4.23). First, if x = p = X/, we get e(py) = e(p) =2 e(py).
If e(p) = 0 or e(p) = 1, then obviously e(¢y) ¢ F and, if e(p) = x”, we
conclude e(¢y) ¢ F by (4.5). Second, assume that x = x1 = Xx2. Since
X1 # X2, we can use Lemma 4.29 to obtain e(¢y ) ¢ F. O

This finishes the proof that L is an RSI-complete logic (Theorem 4.26)
without the IPEP (Theorem 4.13).

4.5 Conclusion and remarks

In this chapter we have presented all the examples necessary to separate the
classes in the hierarchy (see Figure 4.3). Recall we showed that L, has the
7-CIPEP already in Theorem 3.22. Moreover, we have seen that there are
examples of logics that lie outside the hierarchy (Section 4.1).

.. 1I“OO o] Sect. 4.4
Finitary —— 7-IPEP » IPEP » RFSI-complete
\ Ihg I{F’Gé TLé Gs

Eoo 108 Sect. 4.4

7-CIPEP —— CIPEP —— RSI-complete

Figure 4.3: The hierarchy with the separating examples

It is of some interest to comment on the ‘naturality” of the separating
examples. While the first two, Lo, and Il are arguably quite natural, the
rest are rather artificial and ad hoc examples built only for the separating
purposes (though LS can be seen as a well-motivated example). A remain-
ing question is whether we can find more natural examples separating the
CIPEP from RFSI-completeness.

Also an interesting feature of LS, of the logic from Section 4.4, as well as
the one from Section 4.1 is that all of them have infinite type. So another
question is can we find examples with finite one?
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On the other hand, a measure of the good behavior of a logical system,
from the point of view of abstract algebraic logic, is given by its position
in the Leibniz hierarchy. From this perspective, the presented examples fea-
ture quite well. The first two L and 11, are at the very top of the hierarchy
(they are Rasiowa-implicative), LS is weakly implicational (equivalential),
the example of Section 4.4 is weakly implicative.® And finally the exam-
ple outside the hierarchy (Section 4.1) is again as good as possible, namely
Rasiowa-implicative. This also yields the question whether all separating
examples can be found in the class of algebraizable logics. To this end, we
remark that a version of £5 based on Godel logic G, we denote it G§, again
has no RSI-models and has the IPEP (we do not know about the 7-IPEP).
On the other hand G§, unlike L, is even Rasiowa-implicative (top of the
Leibniz hierarchy). We present G§ in Subsection 5.1.1.

Finally, let us recall that the properties 7-(C)IPEP are in protoalgebraic
logics equivalent to subdirect representation theorem (Theorem 3.19). There-
fore, the example of section 4.2, I, is not subdirectly representable. Conse-
quently, also the equivalent algebraic semantics of Il i.e. the generalized
quasi-variety generated by [0, 1], is not subdirectly representable. From the
perspective of universal algebra, we have shown that Birkhoff’s theorem
does not generalize beyond quasi-varieties.

6 One can check, that it is not even order-algebraizable in the sense of [17]. This, in particular,
means it is not algebraizable.
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Part I1I:

Theories and Connectives






5 Linear and prime theories

In the first part of the thesis we have described a hierarchy of infinitary
logics. In this part we will study the interaction of between the hierarchy
and some well-known classes of (non-)classical logics concentrating on the
role of some connectives.

First, in this chapter, we will examine two properties of intersection-prime
filters, theories, and models:

e linearity (for logics with implication),
e primality (for logics with disjunction).

Then, in Chapter 6, we will investigate another property, this time related to
completely intersection-prime theories, filters, and models:

e simplicity (for logics with negation).

In the first section of this chapter, we start with logics that are complete
w.r.t. linearly ordered models known as semilinear logics (which actually
contain many examples seen in Part I). We will recall the basic facts about
this well-studied class of logics [25, 29, 30] and describe their interaction
with the general theory of Part I.

In the remaining part of this chapter, we focus on logics with a disjunc-
tion, which again thoroughly studied in the literature [27, 32, 35, 48, 51, 89].
After a general presentation, we will see that having some form of a disjunc-
tion can be very useful to prove completeness results for (not only) infini-
tary logics. Most importantly, we prove an abstract form of the Lindenbaum
lemma for logics with countably axiomatizable logics with disjunction and
we demonstrate its applicability. We also relate the Lindenbaum lemma to
the pair extension property [40] and various forms of cut rules.
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5.1 Semilinear logics

In this section we will describe a subclass of weakly p-implicational logics
which is complete w.r.t. subclass of reduced models, where the natural or-
der induced by the weak p-implication is linear. Such class of logics was
introduced in [25] as an abstraction of fuzzy logics.

Let L be a logic with a weak p-implication =. We say that a reduced
model (A, F) of L is linear w.r.t. = if the order <2 is linear. We denote the
class of all linear models w.r.t. = as Mod®, L. Weak p-implication is called
semilinear if the corresponding linear models are complete semantics for L,
that is -, = =, L Finally, L is called semilinear if it has a semilinear
weak p-implication. For example CL, G, BL, L, I1, are all semilinear with
— being a semilinear implication—however note that <+ is still an impli-
cation in these logics, but it is not semilinear. Also, LS is semilinear with
implication

r=y={(x—y)" | necw}

As the next example shows, a logic can have two semilinear implications
which are not mutually interderivable (they define different orders).

Example 5.1. Let us consider a logic L in language with two binary connec-
tives —1 and —», given semantically by matrix (A, {1}) where the algebra A
has universe A = {1, a, b}. Consider two linear orders on A: first b <; a <; 1
and second a <5 b <5 1. The operations on A are given by x —; y = 1 if
z <; yand z —; y = a otherwise for ¢ € {1,2}. Clearly both —, —9 are
semilinear implications, but p —1 ¢ ¥1, p =2 q.

Even though, in principle, a logic can have more semilinear implications,
it is always the case that they induce the same linear models (it follows from
Theorem 5.2 point 3e). Therefore, for a semilinear logic L, we can simply
denote the class of its linear models as Mod‘ L.

An L-filter F' on A is called linear w.r.t. to a weak p-implication = (or for
short =-linear) if for every a,b € A either a 2ApC Forb=AAaCF
or equivalently if <A" is a linear order, where A* = (A, F)*. Analogously
we define linear theories. L is said to have linear extension property, LEP for
short, if the family of =-linear theories forms a basis of Th L for some weak
p-implication =. Similarly, a logic has the transferred linear extension property,
7-LEP, when linear filters forms a basis of 771, A on every algebra A. A logic
is said to have have a semilinearity property if there is a weak p-implication
= validating the following meta-rule for every I' U {¢, 9, x} € Fm:

I''o=1vytLx 'y = ok x
I, x ’
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A logic L has a transferred version of this property, 7-SLP, if for every
X Ua,b C Aonevery algebra A we have:

Fi(X Ua =2 b) NFil(X Ub =4 a) = Fir(X).

The following theorem, proved in [29, Theorem 3], characterizes semilin-
ear logics by means of the aforementioned notions.

Theorem 5.2. Let L be a logic with a weak p-implication =. Then, the following
are equivalent

(1) = is semilinear in L.

(ii) L has the LEP for =.

(iii) L has the IPEP and any of the following holds:
3a. L has the SLP for =
3b. L has the T-SLP for =-.
3c. =-linear and intersection-prime filters coincide on each L-algebra.
3d. =-linear and intersection-prime theories coincide.
3e. Mod}ipg L = ModY, L.

If furthermore L is finitary, we can add two more equivalent conditions:

(iv) L has 7-LEP witnessed by =.
(v) Modjg; L € Mod", L.

Let us comment a little on what the theorem says. First of all observe
that the linear extension property amounts to intersection-prime extension
property plus the meta-rule SLP:

(r)-LEP <= (7)-IPEP + SLP.

Secondly, semilinear logics are by definition RFSI-complete, and by the
theorem they always enjoys the IPEP (resp. LEP). This can be seen in the
following way: the IPEP and RFSI-completeness are actually equivalent
properties in the presence of the meta-rule SLP. This fact is a consequence
of two important properties of semilinear logics:

(i) Semilinear logics are by definition protoalgebraic.
(ii) In semilinear logics the class Moodgrprsi L is closed under submatrices.

The second point is an obvious consequence of the point 3c. Thus, we could

use e.g. Corollary 3.13 to see that all semilinear logics enjoy the IPEP.
While describing the hierarchy we have already come across some new

results regarding semilinear logics. We will briefly summarize them now:
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e IPEP is the smallest class in the hierarchy that contains all semilinear
logics. Indeed, 11, (Theorem 4.1) does not enjoy the 7-IPEP and £S is
not RSI-complete (Section 4.3). Note that I, shows that not even the
LEP transfers in general.

e All semilinear logics are RFSI-complete, but not all of them are RSI-
complete as shown again by L.

e Semilinear logics take their name from the fact their finitely subdirectly
irreducible models are linear, that is, Mod‘ L = Mod* Lypsi, and more-
over they are complete w.r.t. these models. However, this does not entail
that they are always finitely subdirectly representable (i.e. representable
by chains), as shown again by the infinitary product logic Il (see Sec-
tion 4.2).

e Our preservation result of the 7-CIPEP and the 7-IPEP under axiomatic
expansions allows to show that many other interesting infinitary semi-
linear logics enjoy these properties, such as the usual expansions with
the projection connective A or other truth hedges, logics with additional
truth-constants, logics with additional involutive negation, etc. [44].

Lastly, we show that the additional assumption on finitarity in Theo-
rem 5.2 is indeed necessary: we already saw that the infinitary product
logic II, does not have the 7-IPEP, thus it cannot have the 7-LEP (see Sec-
tion 4.2). For the second case, point (v) of the theorem, we can use the logic
LS defined in Section 4.3: indeed <, the symmetrization of =, is not semi-
linear in £ (on reduced models <4 is always the identity relation), but
clearly ) = Modjig S € Mod% LS: in the next subsection we show that
there is even Rasiowa-implicative logic with this property (Recall that L is
not even algebraizable).

5.1.1 Truth-degrees-preserving Godel logic with constants

Consider a language with denumerable set of variables and type

L={=}U{q]q¢e(0,1]NQ}.

For every 0 < ¢ < 1, define an L-algebra A, with domain [0,¢], a = b = ¢
ifa < band a — b = b otherwise (i.e. it is a Godel implication); and for
constants 744 = min{r, ¢}. Define K = {A, = (A,,{q}) | ¢ € (0,1] N Q} and
let G be the logic given by K.

Till the end of this section we will use letters ¢, r, s as variables for rational
numbers in the interval [0, 1]. Given any two matrices A, and A, with ¢ < r
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and given any A,-evaluation e, we define an A -evaluation e? as follows:
ed(p) = min{e(p), ¢} for each variable p. Using induction on the complexity
of formulas we can easily prove the following observation. Consider two
matrices A, and A, such that ¢ < r. Then, for every A,-evaluation e and
every formula ¢ we have:

(i) e(p) € lg,r]iff e?(p) = g,
(ii) ife(p) < g then e(p) = e(p).

Using the previous observation we can easily characterize the consequence
in GS: forevery I'U {p} C Fmg

I'begsp = /\U[F] < v(yp), forallv € Hom(Fmg, A1),

which justifies to call GS the truth-degrees-preserving Godel logic with con-
stants. It is easy to see that G§ is semilinear and Rasiowa-implicative w.r.t.
—. Moreover, it is infinitary, as witnessed by the rule

{a—¢lae(0,1)} Fas o

The set of all constants {g | ¢ € (0,1] N Q} is clearly an infinite antitheorem
(cf. Corollary 2.10). On the other it can easily be seen that G§ has no finite
antitheorem: any finite set of formulas I" contains only finitely many con-
stants, consequently I' can be satisfied in A, for ¢ smaller then all of the
constants in I (or ¢ arbitrary if there are no constants in I") by an evaluation
sending every variable to g. It follows that G§ is not compact.

Presenting G§ by the class K allows us to easily compute the class of
all reduced models, Mod* L. We will see that GS in fact has no subdi-
rectly irreducible models: i.e. Mod™* G§ g = . Consequently, since <, the
symmetrization of —, is clearly a weak p-implication and Mod* G§rq; €
Mod’, (G5), we can conclude that GS is the desired counterexample, in-
deed < is not semilinear, because on every reduced model it defines the
identity relation.

It remains to show that G§ really has no subdirectly irreducible mod-
els. To this end, let K denote the class of algebraic reducts of matrices in
K. Knowing that L is Rasiowa-implicative, we obtain two important conse-
quences:

e Alg*L is the generalized quasi-variety generated by K, i.e.
Alg*L = GQ(K).

e For every A € Alg*L, there is a unique filter F' making (A, F') reduced,
namely F' = {14}.
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Therefore we obtain the following simple characterization of all reduced
matrix models of L:

Mod* L = {(A, {14}) | A € UISP(K)}.

Thus, on every algebra A € Alg*L, we have a canonical ordering given by
the unique filter on A: a <A biff a =4 b = 14, for each a,b € A. For every
algebra A € Alg*L, we will denote as 14 the set of all elements in A bigger
than ¢4 w.r.t. <4, in symbols: 14¢ = {a € A | 4 <4 a}.

Lemma 5.3. For any A, and q¢ < r, HArg = [q,7] is a GS-filter on A,. In partic-
ular, A, ¢ Modgg; L.

Proof. Suppose that I' k< ¢ and e[I'] C [g,7]. We know that e?[I'] C {q}
and, since A, is a model, we obtain e?(y) = ¢ and again, from the observa-
tion, e(ip) € [g, r]. For the last claim, clearly {r} = _,[q,7]. O

Lemma 5.4. The unique reduced matrix based on each algebra from SP(K) is not
relatively subdirectly irreducible in Mod™ L.

Proof. Let B € SP(K). B is a subalgebra of some direct product of algebras
C = [[;c; Ci for C; € K. The only filter that makes B reduced is {1€}; we
show it is completely intersection-prime: it is easy to observe that for any
system of filters F; € Fij, C; we have Hie ; Fi € Fir, C. In particular, if we
choose F; = 1€i¢, then [Lc/ Fi = 1€ is a filter on C.

Define Z = {q € (0,1) | there is some C; with domain [0,r] and ¢ < r}.
Observe that for every ¢ € Z we have {1€} ¢ 1€¢ and moreover {I1€} =
quZ ch'

Further 18¢ = 1¢¢ N B is an L-filter on B and, since, for every q € Z:
1B = 1€ +£ g€ = ¢B € 1Bg we conclude {1B} C 1P¢ and finally {18} =
Nyez 124 Thus, (B, {1B}) ¢ Modfg; L. O

Now we are heading towards the same claim for UISP(K). We first show
some properties of chains in SP(K):

Lemma 5.5. For any chain A € SP(K) and any a € A such that a < 14 there is
some q such that a < g4 < 14.

Proof. Start with a subalgebra A of a direct product of algebras B = [[,.; B;.
Let us have a € A such that a < 14. Clearly there is i such that a(i) < 14
and consequently some ¢ € (0, 1) such that a(i) < g4 < 14¢. From linearity
we know that either ¢ < ¢4 or ¢4 < a is true. Clearly, the second possi-
bility would lead to contradiction. Thus, since obviously g4 < 14, we are
done. O
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Proposition 5.6. The unique reduced matrix based on each algebra from UISP (K)
is not relatively subdirectly irreducible in Mod™ G§. That is, Mod™* G$ g = 0.

Proof. In pursuit of a contradiction suppose that there is A in UISP(K) such
that the unique L-filter {14} is completely intersection-prime. First note
that this implies that (A, <) is linear with maximum element 14 (see Theo-
rem 5.2).

Claim 1: For every a € A such that a < 14 thereis q € (0,1) such that a < ¢4 <
14.

Proof (of Claim 1): Let (a) be the subalgebra generated by the element a.
Since it is countable generated, we have

i:{a)~ B < [[,c; Bi.

Further, since B is a chain (due to the isomorphism ¢) and B € SP(K), we
can find the desired ¢ by applying i and Lemma 5.5.
Claim 2: 14 is a filter on A for every q € (0, 1).
Proof (of Claim 2): Suppose I" by, ¢ and e[I'] € 14¢. It is clear that e[F'm ]
is a countably generated subalgebra of A thus we have

i:e[Fmg|~ B < [[;c; Bi.
For any ¢ € I' we have ¢4 <4 e(¢). Since i is an isomorphism, also
i(G4) = @B <B i(e(t))). We know that 1B ¢ is a filter on B (see the proof of
Lemma 5.4), which implies ¢Z <P i(e(y)). Thus, it follows that g4 <4 e(y),
as we wanted.

To finish the proof observe that if A is not trivial then it is, by Claim
1, infinite. Define Z = {q € (0,1) | ¢ < 14}. Now, using both claims,
we can easily decompose {14} by means of the collection of 1¢ ranging
over Z. ]

5.2 Logics with disjunction

In this section we introduce another example of intersection-prime theories,
this time defined by means of disjunction.

Let V(p, ¢, 7) be a set of formulas. Then, for any elements a, b of an algebra
A, we use the following notational convention

aVAb={pAa,b,¢)|peVandce AV},

As usual, we write simply ¢ V ¢y when A = Fm . We also write
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xvAvy= |J zVv4y,
zeX,yeY

for subsets X, Y of A. Similarly we write ¢ V ¥ for sets of formulas @, 7. We
say V is a p-protodisjunction (or simply a protodisjunction if V has no para-
meters 7) in L if it enjoys the following basic property disjunction should
have:

eFLeVYy and YLV (PD)

For the rest of the chapter as a convention we will always assume that a
set V is a protodisjunction. An L-filter ' on A is called V-prime if for every
aVAb C F implies that either a € F or b € F for every a,b € A, analogously
we define V-prime theories. We usually just call the filter (theory) prime,
when the protodisjunction V is known from the context. We denote the class
of all reduced models of L with V-prime filters as Mod" L. It is easy to show
that every V-prime filter (theory) is intersection-prime. The converse holds
when V enjoys a meta-rule characteristic for disjunctions: we say that V
enjoys the proof by cases property in L, if for every set of formulas I"'U{¢, 1, x }
we have:

PCP Iflobtp xand Iy by x, then I o Vo b, x.

By transferred PCP, T-PCP, we mean the corresponding version of PCP valid
for filter generation on arbitrary algebra, that is for every (A, F') € Mod L
and every a, b, c € A we have:

ce Fif(FU{aVAb}) < ce Fil*(F U {a}) and ¢ € Fi(F U {b}). (5.1)

We then obtain the desired characterization:
Proposition 5.7 ([27, Lemma 4.16]). If V has (7)-PCP then every filter (theory)
is intersection-prime if and only if it is V-prime.

In paper [27] the authors propose a hierarchy of logics with disjunction
based on variants of PCP: the first one is called the weak proof by cases property
and it say that for every formulas ¢, ¢, and x we have:

wPCP  Ifphky xand ¢ b, x, then o V 9 b, x.

And finally the strongest version discussed in the literature is the strong proof
by cases property saying that for every sets of formulas I, , ¥ and a formula
x we have:

sPCP U I &y xand LU b, x, then I, & VY Fp, x.
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It is easy to see that every V with the wPCP satisfies:

oViYEyp Ve ©)
eVpkop @M
eV (W VX)F(pV)Vx (A)

We say that V is a strong p-disjunction (resp. (p)-disjunction, resp. weak (p)-
disjunction) if it enjoys the sPCP (resp. PCP, resp. wPCP). We drop the prefix
‘p-’, if V has no parameters. Further we say L is strongly (p)-disjunctional
(resp. p-disjunctional, resp. weakly p-disjunctional) provided it has a strong
(p)-disjunction (resp. p-disjunction, resp. weak (p)-disjunction). Finally L is
said to be strongly disjunctive (resp. disjunctive, resp. weakly disjunctive) if
it has a strong disjunction (resp. disjunction, resp. weak disjunction) given
by one parameter free formula. The hierarchy together with basic relations
of the properties just defined is given in Figure 5.1. Note that all of the
implications are proper (counterexamples can be found in [27]).

We say that L has (transferred) prime extension property, (7)-PED, if the prime
theories form a basis of Th L (prime filters forms a basis of Fi, A on every
algebra A). It is easy to prove the basic relations between PEP and PCP:

Proposition 5.8 ([27, Theorem 4.17]). Let L be a logic with the IPEP and a
p-protodisjunction V. Then, the following are equivalent:

(i) V enjoys the sPCP.
(ii) V enjoys the PCP.
(iii) L has the PEP.

The next proposition was already proved in [27], but with stronger
assumptions; we also present a simpler proof.

Proposition 5.9. Suppose L is a protoalgebraic logic with enough variables. If V
has the PCP, then it has the T-PCP.

Proof. Since the logic has enough variables we can easily use the method
from Proposition 2.24 to prove that V has the PCP in every natural extension
of L. The left-to-right direction follows easily by (PD). Moreover, clearly nat-
ural extensions of protoalgebraic logics are protoalgebraic (e.g. they share
the same protoimplication). Let x be an infinite cardinal such that there is
a surjective e: F'mg (k) — A. It is easy to see (use e.g. the correspondence
theorem of protoalgebraic logics) for every strict and surjective homomor-
phism h: (Fmg,T) — (A, F) between models of L and every set of formu-
las I" U {p}:

! The figure is taken from [27, Figure 1].
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Figure 5.1: The hierarchy of disjunctional logics

T, o <= h(p) € Fif(FUR[T)).

Thus, the right-hand side of (5.1) corresponds to 7', ¢ k1~ x and T', 9 s x
for T = e~ ![F] and some ¢, 1, x such that e(y) = a, h()) = b, and e(x) = c.
The rest of the argument should be clear. O

Next we describe a useful characterization by means of an axiomatic sys-
tem of a given logic of the fact that V has the sPCP and thus is a strong
disjunction. A V-form of a consecution I" > ¢ is a consecution of the form
I'Vi> Vi

Proposition 5.10 ([27, Proposition 4.6]). Assume that AS is a presentation of
L. Then, V enjoys the sPCP if and only if V satisfies (C), (1), and all the V-forms
of every consecution in AS is provable in L.

5.2.1 Lindenbaum and pair extension lemma

In the section we shall meet some conditions that will ensure that a given
logic has the IPEP. Since the main result of this subsection does not hold
for general disjunction V, we restrict here to a simple disjunctions given by
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a single formula without parameters (although many results would still be
true in general).

Before we prove the lemma, we introduce a useful technical tool which
is interesting on its own. First observe that if V is a disjunction in logic L
and A = {¢1,..., ¢y} is a finite non-empty set of formulas we can define
VA= V(p2V---Vy)...) and, thanks to (C) and (A), the bracketing
does not matter if the derivability is all we are interested in. Therefore for
each such logic we can define a relation I, between sets of formulas as:?

I'lF, A iff  thereis a finite non-empty A’ C A and I b, \/ A

It is known that if L is a finitary logic, then Ik, is the so-called symmetric
consequence relation as defined e.g. in [40]: that is

o [l I (Reflexivity)
e If 'k, Aand I' C X, then X I+, A. (Left-monotony)
e If 'k, Aand A C X, then I I+, X. (Right-monotony)
o If I X Ik A, X\ X foreach X1 € Y then I' Ik, A (Symmetric cut)

In general (for infinitary L) the relation I, need not satisfy the symmetric
cut (see Example 5.15). On the other hand, we can show it satisfies a par-
ticular form of cut, which will be instrumental to prove the Lindenbaum
lemma.

Lemma 5.11. Let L be a logic with strong disjunction \/. Then, the relation -y, has
the so called (finite) strong cut property, i.e., for each sets I'\, I, of formulas
and each (finite) sets Ay, Ag of formulas we have:

{[‘1|FLA1U{QO}‘QOE@} I UD I, Ag
MUyl AL U Ay .

Proof. Let us by x denote the formula \/(A; UA3). From the assumption and
properties of V we obtain I, I, P by, x and I, I3 Fy, ¢ V x for each ¢ € ©.
As clearly I, I's, x F1, x we can use sPCP to obtain I, 15,9V x b1, x and
the regular cut of L to get the claim. O

The final ingredient used in the proof of the Lindenbaum lemma below
is the following: we say that (I, A) is a pair in L if I" |y, A. Furthermore we
say that a pair (I, A) is full if I' U A = Fmz; note in such case I has to be a
prime theory.

Theorem 5.12 (Lindenbaum lemma for infinitary logics). Suppose L is a
countably axiomatizable logic with a strong disjunction. Then L enjoys the PEP.

% By way of convention we say that I" Iy, §) iff I" -1, ¢ for each formula .
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Proof. Assume that a theory 7" and x ¢ T are given. We construct a prime
theory 77 O T such that y ¢ T’. We first enumerate all rules 4; > ¢; in
the existing countable axiomatic system, and then define two increasing se-
quences of sets of formulas I; and 4; such that each (I, 4;) is a pair with
A; finite. We start by putting Iy = 7" and Ay = {x}. In the induction step,
we distinguish two cases:

o If (I; U {pi}, Ai) is a pair, we define A;j11 = A; and Iy = I; U {p;}.

o If (I;U{¢;}, ;) is not a pair, then there has to be x; € A; such that
(I3, A; U{x;}) is a pair; indeed, otherwise we would have:

{GIF A U{xa} | xi € A} Ail- o
I AU {gpz}
T A,

LU {ei} IF A

Thus, we can define iy =15 and Ai+i =AU {Xl}

Finally, define 77 = |J I; and A = | A;. We can assume w.l.o.g. that our
axiomatic system contains a ‘dummy’ rule ¢ > ¢ for each formula ¢, so
that, due to the construction, 7" U A = Fm . So when we show that (7", A)
is a pair, we have that 7" is a prime theory and the proof is done. Note that
we can add the rules ¢ > ¢ because the assumptions assures there are only
countably many formulas: since the logic proves e.g. p F, p V ¢, there must
be some rule in AS employing variables and since AS is countable the claim
follows.

First we show that for each ¢ we have: if T’ I- ¢, then ¢ € I'j for some j.
Let us fix a proof of ¢ from T”; we prove the claim for each formula which is
a label of some of its nodes. If the node is a leaf the claim is trivial. Consider
anode obtained using rule A; > ¢;. If we have proceeded by the first case of
the induction step we have ¢; € I';1 . Let us see that we couldn’t have pro-
ceeded by the second case: consider y; € A; selected by the procedure. We
know that 7" - x; (it is a label of a node preceding ;) and so the induction
assumption gives us j such that I'; = x; and s0 (Iyax{it+1,5} Amax{i+1,5}) 15
not a pair, yielding a contradiction.

Now we can conclude the proof that (7", A) is a pair. Assume otherwise,
then we have 7" - \/ A for some finite Ag. Then, Ay C A; for some i and so
by the previous claim there is j such that (I};ax{i j}s Amax{i,j}) 15 NOt a pair,
a contradiction. O

Observe that it is in the last paragraph of the proof where the argument
would fail for a generalized disjunction V. Also, it is to be noted that neither
of the two assumptions of Theorem 5.12 (of the countability of the axiomatic
system and of having a strong disjunction) can be omitted. We present two
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examples of logics satisfying only one of these conditions and failing the
Lindenbaum lemma (and thus also the other condition).

Example 5.13 (A logic with a strong disjunction and no countable presen-
tation). Consider a type £ consisting of a binary connective V, a unary con-
nective s, and two constants 0 and w. Let us by n denote the formula defined
inductively as (n + 1) = s(n).

Let L be a logic £ axiomatized by the rules (PD), (C), (I), and (A), V-forms
of these rules, and the following rules for each infinite set C' C w:

{ivy lieC} > (Infc)

First we use the characterization from Proposition 5.10 to show that V is
a strong disjunction in L. Indeed V-forms of some rules are directly part of
its presentation and for the remaining ones we use (A), e.g. we know that
(iVey)VxFLiV(yVx)andsoobviously {(iVy)Vx|ieC}FLyVy.

We prove that Lindenbaum lemma fails in L. Consider a subset A of 2:

A={w}U{X Cw| X finite and foreachi € w: 2i ¢ X or2i +1 ¢ X}.
Note that A is closed under arbitrary intersections and so (A4, V) with

XVY = ﬂ A
ZeA,XUYCZ

is a complete join-semilattice and observe that

wyy o JXUY ifxuyea
w otherwise (i.e., when {2i,2i + 1} C X UY).

Consider an algebra A = (4,V,s,0,w) where 0 = {0}, w = w, and
s({i}) = {i + 1} and s(X) = 0 otherwise (note that n = {n}). We show
that (A, {w}) € Mod L. Obviously it suffices to check the rules:

e Soundness of the rules (C), (I), and (A) and their V-forms is straightfor-
ward (recall that the join of any sets from A is w if and only if its union
contains {2i,2i + 1} for some 7)

e Next consider a rule (Inf-) and an evaluation e such that e(y) # w.
We know that e(¢)) is a finite set and so for m = max(e(y)) we have
em+2Vy)=e)U{m+2} #w.

To conclude the proof we show that for a theory 7" generated by the set of
formulas {2iV 2i+ 1 | i € w} we have T ¥, 0 while 7" k-, 0 for each prime
theory 7" O T. To show the first claim just observe that for an arbitrary
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homomorphism e: Fm, — A we have e(2i V 2i+1) = w. As regards
the second claim, since 7" is prime, we obtain for each i that 2i € 7" or
2i+1 € T". Thus, there is an infinite set C' such that {iv0 |i € C} C T”
and so by (Infc) we obtain 7" -, 0.

Example 5.14 (A countably axiomatizable logic without a strong disjunc-
tion). Consider a language with one unary operation box [J, we write (0"
as a shortcut for the n-fold application of (. In this example we consider a
logic L axiomatized by the infinitary rules (Inf,,) for each n € w:

{O™(p) | m >n} > . (Inf,,)

Clearly this logic is countably axiomatizable. We show that Lindenbaum
lemma fails in L. First we show that if I",¢ k1, x, then x = p or I' F, .
We prove it by induction for each ¢ in the proof of x from I' U {¢}. The
only non-trivial case is if § follows by the application of an infinitary rule
{O0™(8) | m > n} > 6. Let us set n’ = k if ¢ = O¥(0) for some k > n and
n’ = n otherwise. Due to the induction assumption we have I" -1, 0"*(9) for
each m > n'/. Thus, I' Fr, 6.

Therefore if T is a theory so is 7' U {¢'} and so the only finitely meet-
irreducible theory is Fmc. Now, since obviously our logic has non-trivial
theories (e.g., the 0)), the finitely meet-irreducible theories do not form a basis
of ThL.

The Lindenbaum lemma is closely related to the so called pair extension
lemma, which says that each pair can be extended into a full pair (a pair
(I'"; AY is an extension of (I, A) when I D I'and A’ D A).

The pair extension lemma is known to be equivalent to the symmetric
cut (the proof is straightforward). On the other hand, as our proof of The-
orem 5.12 suggests, it should be very easy to see that the restriction of pair
extension lemma to pairs with finite right-hand sides is equivalent with the
Lindenbaum lemma.

The next example shows that L., does not enjoy the pair extension lemma
and so k¢ is not a symmetric consequence relation, while, as we will see
in the next subsection, it enjoys the Lindenbaum lemma.

Example 5.15. Let us consider the infinitary Lukasiewicz logic L, and a set
A = {-p" | n > 0} U {p}. Obviously (0, A) is a pair: just use evaluation
e(p) = ;%5 and observe that e(p V \/o_;<,,, 7p') = 737 # 1. But it cannot be
extended to a full pair: indeed, suppose (T, A’) is a full pair, then we know
that 7" is a prime theory. We show it must contain a formula from A: it is
easy to observe that in £, we have:
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{mp =" [ newtk, v,

thus if p ¢ T there is some n € w such that -p — p™ ¢ T, but then from
primeness of T" using the prelinearity axiom (¢, ¢ — ¢ V ¢ — ¢) we obtain
p" — —p € T, but this formula is clearly equivalent to —p™*1.

In fact, already in a weaker setting (assuming that Vv is merely a disjunc-
tion) we can prove a stronger claim which also illuminates the role of the
finite strong cut rule and strong proof by cases property.

Theorem 5.16. Let L be a logic with a countable axiomatization AS and a
disjunction V. Then, the following are equivalent:

(i) Iy, enjoys the pair extension lemma for pairs with finite right-hand sides, i.e.,
each pair (I', A) where A is finite can be extended into a full one.

(ii) Iy, enjoys the finite strong cut rule, i.e., for each sets I, I, P of formulas
and each finite sets Ay, Ay of formulas:

{1k AvUd{p} [pe®}  THhUPIHL Ay
NMuUlylb, AU Ag '

(iii) For each rule I' > ¢ in AS and each formula x we have

{yvxlveltrLepVvy,

ie., V is a strong disjunction.
(iv) L enjoys the Lindenbaum lemma, i.e., prime theories form a basis of Th L.

Proof. (i)—(ii): Assume (a) I Ik, A; U {¢} for each ¢ € ¢ and (b) [ U P Iy,

As. To obtain contradiction suppose that 17 U I 1, Ay U As. Thus, there is

a full pair (I, A’) extending (I'1 U I3, Ay U Ay). Due to (a) there can be no

o € ®N A’ Therefore & C I and so by (b) we get I'" Iy, A, a contradiction.
(ii)—(iii): A simple application of the strong cut rule:

{{rvxlyelt it lyel'y  I'ikp{e}
{rvxlvyerl}iL {e x} '

(iif)—(@iv): This follows by Lindenbaum lemma (Theorem 5.12).
(iv)—(i): The proof is obvious. O

Let us turn our attention to the full pair extension lemma for pairs (I', A)
with an arbitrary A. We can still prove a similar theorem. It moreover illu-
minates some interesting limitations of the pair extension lemma: namely,
the full pair extension lemma, in presence of infinitely many propositional
variables in the language, entails the finitarity of the logic in question. Thus,
in particular I, is a symmetric consequence relation if and only if L is a
finitary logic.
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Theorem 5.17. Let L be a logic, whose language contains countably many propo-
sitional variables, with a countable axiomatization AS and a disjunction V. Then,
the following are equivalent:

(i) IF1, enjoys the pair extension lemma, i.e., each pair (I', A) can be extended
into a full one.
(ii) Iy, enjoys the strong cut rule, i.e., for each sets I'1, I, @, A1, Ay of formulas:

{Flll—LAlu{w}\gpe@} I UD I, Ag
Uyl AU Ag '

(iii) Foreach rule I' > ¢ in AS, each set of formulas A and each surjective func-
tion f: I' — A we have

YV [y e} Au{e}.
(iv) L is finitary.

Proof. The implication (iv)—(i) is a well-known fact valid in general, for a
proof see e.g. [40, 84].3 The proof of the implication (i)—(ii) is analogous
to the proof of the corresponding claim in the previous theorem; and the
implication (ii)—(iii) is a simple application of the strong cut rule:

{{yviyelt kL Au{r}|yel'} I {e}
{YVf(y) lyel} kL Au{e} '

To prove the remaining implication (iii)—(iv) assume that L is not fini-
tary. There has to be a proper infinitary rule I > ¢ in AS (i.e. for no finite
I'" C I'we have I -, ) and, since AS is countable and closed under sub-
stitutions, there are only finitely many variables occurring in I". Assume that
I' = {v1,72,...} and let A = {p1,p2, ...} be the infinite set of all variables
not occurring in I" U {¢}.

We define a function f: I" — A as follows: f(~;) = p;. Clearly, f is surjec-
tive and so from our assumption we know that

{7 Vpili>0}lkL Au{e}.

Therefore there is a non-empty finite set of variables A’ C A such that

{’yi\/pi’i>O}FL (p\/\/A/.

® The simplest proof would be to enumerate all formulas, then in each step add the processed
formula either to the left or to the right side of the pair (which can always be done thanks to
the cut rule). Finitarity guarantees that the union of the pair will in the end still be a pair.
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Pick any p, € A" and define a substitution ¢ in the following way: o(p) = p
if poccursin I'U{p}, o(p;) = ¢ for p; € A’, and o(p;) = ~,, otherwise. Then,
by structurality we obtain

(Ve |p e AYU{vVan pi € AV L oVeV - Ve.

Thus, by the properties of disjunction we obtain

{7ilpi € A} FLo,
a contradiction with the fact that I" -1, ¢ is a proper infinitary rule. O

Remark 5.18. In the proof of (iii)—(iv), we have substantially used the fact
that there are infinitely many variables in the language. In Example 5.19
below we demonstrate that there is indeed an infinitary logic with finitely
many variables which still has full pair extension lemma.

To do so, we need to show that the properties (i)—(iii) are equivalent even
without assuming existence of infinitely many variables. Clearly, the proofs
of the implications from top to bottom do not use the assumption and the
implication (iii)—(i) can be proved by the following simple modification of
the proof of Lindenbaum lemma (Theorem 5.12).

Let (I', A) be the pair we want to extend; we start by I being the theory
generated by I" and Ay = A. We only need to show that the second case of
the induction procedure can still be carried out, the rest of the proof remains
the same. We have a pair ([, 4;) and need to process the rule A4; > ¢;. We
assume that (I; U {¢;}, 4;) is not a pair (i.e., I}, p; F1, \V A} for some finite
AL C A;j)and (I3, A; U {x}) is not a pair for any x € A;. Thus, we can define
f(x) =V A,, where A, C A; is a finite set such that I; -, x V \/ A,. By the
assumption (iii) we obtain

{X\/\/Ax|X€Ai}”_L {\/Ax|X€F}U{<Pz‘}-

Thus, I; + ¢; v ) A for some A C A;. Using PCP we obtain I; - \/(A, U
AY) (cf. the proof of Lemma 5.11), i.e., (I3, 4;) is not a pair, a contradiction.

Example 5.19 (An infinitary logic with finitely many variables and full
pair extension lemma). We consider a language with only finitely many
variables Var = {p1,...,pn}, a disjunction connective V, and a constant n
for every natural number n. A logic L in this language is presented by an
axiomatic system consisting of rules (PD), (I), (A), (C), an infinitary rule

{n|new}>p, (Inf)

and V-forms of all these rules.
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It is easy to see that L is infinitary—it is enough to consider models of
size 2. As it is clearly countably axiomatizable and V is a strong disjunction,
if we show that it satisfies condition (iii) of Theorem 5.17 we obtain full
pair extension lemma due to the previous remark. For the rules (PD), (I),
(A), and (C) and their V-forms it is a consequence of the fact that they have
finitely many premises and are closed under its V-forms. Thus, it remains
to be shown that the rule (Inf) satisfies it too (the argument for its VV-form is
basically the same).

Consider a set A and a surjective function f: {n | n € w} — A. Note that
f(n) is a disjunction of constants and variables (in the limit case with just
one disjunct). First assume that there are m,! € w such that 1 is one of the
disjunct of f(m). Then, 1+ f(m)andsolt f(m)V f(1) V p1, both by (PD).
By (PD) we also obtain f(1) - f(m) V f(1) V p1, and so by PCP

{nVv fm)|newtt flm)Vvf1)Vpr.

If there are no such m,! € w, then each formula from A is a disjunction
of variables. Since there are only finitely many variables, there is a finite set
A’ C A such that each variable from some formula from A occurs in some
formula from A’, and so, by the properties of disjunction, for each y € A
we have y  \/ A". Thus, also for each n we have nV f(n) F nVv\/ 4/, and
therefore by {n vV \/ A" | n € w} F p; vV \V A’ (which is the V-form of our
infinitary rule) we obtain

{nvf(n)\nEw}Fplv\/A’.

Observe that the point (iii) of the previous theorem is a stronger ver-
sion of of the closure under V-forms which characterizes strong disjunctions
(Proposition 5.10). Thus, we could possibly study an extension of the dis-
junctional hierarchy by ‘super” strong disjunctions (protodisjunctions val-
idating (iii))—nevertheless the theorem and the remark suggests very re-
stricted applicability of the notion, it provides new inside only to logics with
finitely many variables.

5.2.2 Axiomatizing infinitary logics

We start this subsection demonstrating the applicability of the infinitary ver-
sion of the Lindenbaum lemma presenting a simple proof of completeness
for infinitary Lukasiewicz logic L. It is a folklore result which is implicit
e.g. in [61], or could be obtained from a more complicated axiomatization of
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this algebra from [65], where the author proves a completeness result for the
infinitary basic fuzzy logic BL.,. We show it can be axiomatized by adding

{~rp—=¢"|new>yp (Eo)

to any presentation of L; let us denote such a presentation as AS— this pre-
sentation is clearly countable. First we show that V is a strong disjunction in

l_AS:

Lemma 5.20. The connective V is a strong disjunction in b 4s.

Proof. It is known that V is a (strong) disjunction in L (see e.g. [26]). There-
fore, thanks to Proposition 5.10, L and also L, prove (PD), (I), (C), and
V-form of modus ponens. Thus, by the same proposition, it suffices to prove
the V-form of (L) i.e.,

{re = ") Vx|new}FaseVx.

To do so we prove (in Lukasiewicz logic L):

(mo = ")V XL (VX)) = (eVX)"

and observe that a simple use of (L) completes the proof: since we know
that vV has sPCP in L it suffices to show that = — ¢" Fr =(pVX) = (@VX)"
and x kg, =(¢Vx) = (¢Vx)"™. The first one is provable because — is antitone
in the first argument and monotone in the second. The second one holds by
X Fe (pVx)"and ¥ by 0 — . O

Proposition 5.21. AS is a presentation for the infinitary Lukasiewicz logic L.,
the logic of the standard MV-algebra [0, 1]y..

Proof. 1t is easy to check that the semantics is sound. For completeness as-
sume that I" ¥ __ ¢ and that T"is a prime theory of L., separating I" from ¢
(its existence follows form the Lindenbaum lemma—Theorem 5.12). Clearly
T is a consistent theory of £, we show that it is a maximal such theory:
consider ¢ ¢ T then, thanks to the infinitary rule (L), there has to be
some n € w such that -¢p — ¢¥™ ¢ T. Due to the prelinearity theorem
Ft. (¢ = x) V (x = ¢) and primeness of T we obtain ¢" — —¢p € T.
Thus, T',% Fy, — (using modus ponens and the fact that ¢ k¢ ™) and so
T U {4} is inconsistent (because we have ¢, =) k¢ x).
By the standard techniques in algebraic logic we can find a counter-
example to I' ¥y ¢ over the Lindenbaum-Tarski matrix (Fm},T™).
Clearly, since MV-algebras are the equivalent algebraic semantics of £, we
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known F'm7 is an MV-algebra. We show it is simple: firstly, since L is al-
gebraizable, we know that §2: Fi;, Fm} — Con Fm7. is a lattice isomor-
phism and since 27 is the identity, we obtain it is the smallest filter on
FmJ.. Thus, since T is maximally consistent, by the correspondence the-
orem there are precisely two filters (and hence also two congruences) on
Fmj, namely 7" and Fm}.. However, e.g. from [11] we know that simple
MV-algebras are up to isomorphism subalgebras of [0, 1]z and so the rest of
the proof is straightforward. O

Corollary 5.22. Alternatively, Lo can be axiomatized by extending any presenta-
tion of L by an additional infinitary rule:

{p =Y | newl> Vi (Eo2)

Proof. Clearly the new rule is sound for L, thus it suffices to show that the
rule (L) is provable in our system, but it is easy:

{~p—=¢" |newlhr, e VL, g,

where the first one is the rule (£,,2) and the second one is already valid in £
and follows using PCP and the fact that -y, =—¢ — . O

We present another known application of the rule (L) to £ and L (it
can be extracted e.g. from [59, Theorem 5.4.11]).

Proposition 5.23. For every set of formulas of Lukasiewicz logic I' U {}, we have
'y, o = I'bp—p— " foreveryn € w.

Proof. The right-to-left direction is obvious. For the other one, first observe,
that I, =™ ¢, (0. Then, since L is compact and L is its finitary companion,
we obtain also that I", =" k¢ (). Next, since linear ¥.-theories form basis of
Tht, itis enough to show that every linear £-theory T" extending I" contains
all the formulas —¢ — ¢". For contradiction suppose that =p — ¢" ¢ T for
some n € w. Then, by linearity of 7, " — —¢ € T. By residuation (and
definition of —), we get that =" ™! € T. This implies that T is inconsistent—
contradiction with ~¢ — " ¢ T. O

In [65] it was shown that BL, can be axiomatized by extending a presen-
tation of BL by

{e=9"[newvxr (¢ —p&y)Vx. (BL)

Observe that unlike in the case of L, the additional infinitary rule is al-
ready added in a V-form (we expect that (BL,) cannot simplified by its
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non V-form version). It is to be noted that the techniques used in the paper
to prove the completeness are analogous to the one used for L, although
we in our proof we used many general statements: for example the author
proves that the logic induced by the presentation has the PCP and proves a
particular version of the Lindenbaum lemma. Additionally, it was shown in
the paper that both £, and Il can be axiomatized by adding (BL,) to a
presentation of the corresponding finitary companion, that is to £ and II. Fi-
nally let us remark about the possible simplifications of the just mentioned
axiomatization for I1..:

Proposition 5.24. Alternatively, 11, can be axiomatized by extending any presen-
tation of 11 by the infinitary rule (£2).

Proof. Again the soundness of the rule is easy to prove. We want to show
that I1., proves (BL.), which is again easy: first observe that we can think
that our axiomatization has the same rules as the one of Corollary 5.22 (both
logics can be presented as axiomatic extensions of BL). Thus, by Lemma 5.20
and Proposition 5.21, V is a strong disjunction even in the logic given by the
current axiomatization. Thus, by Proposition 5.10 it is enough to check a non
V-form version of (BL):

{o=Y" |ncwtkF-pVikp—=p&.

The second one easily follows by PCP and that clearly —p ki1 ¢ — ¢ &9
and ¥ Fip ¢ — @ & 1. O

On the other hand it is easy to see that the rule (L) is not sound for II..
In fact, we can show even more: I, simply cannot be axiomatized by an ad-
ditional infinitary rule written in onevariable; indeed we show that the one-
variable fragment of Il is finitary. Easily we can describe the functions on
the algebra [0, 1|11 induced by a formula ¢(p): either there is n € w such that
that pl%1n(z) = 27 or ¢[%1n(z) = 0 on the interval (0, 1] and @11 (0) =1
or %11 (0) = 0, which can be proved by an elementary inductive argument
on the complexity of ¢ or we can use a particular case of the full character-
ization of the formula induced functions via monomial functions (see [26,
Chapter IX]). This allows use to divide formulas into six groups:

Proposition 5.25. One-variable fragment of Il is finitary. In particular, Il
cannot be axiomatized by adding rules in one variable to I1.

Proof. 1f I'(p) tr1.. ¢(p) then we can partition I” into six groups (a)—(f) based
on the functions they induce. Then, we can select I to contain one repre-
sentative for every non-empty group. Since clearly for every evaluation e
and every two formulas ¢, x from one group we have e(¢)) = 1 if and only
if e(x) = 1, we conclude that I'" b . O
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xz € (0,1] x=0
(a) 1 1
(b) 1 0
(©) ", n >0 1
d | z",n>0 0
(e) 0 1
(f) 0 0

5.2.3 Conclusion and remarks

We have proved a general form of Lindenbaum lemma for a wide class of
infinitary logics, that is, for countably axiomatizable logics with disjunction,
and explored its relation with the pair extension lemma. We have seen how
it can be used to obtain some known completeness results. Thus, not only
we can subsume numerous ad hoc proofs of similar results scattered in the
literature, but more importantly, we can easily prove them for newly defined
logics (here especially the characterization of strong disjunction comes in
handy). On the other hand in our comparison to pair extension lemma we
saw the limitations of our approach in Theorem 5.17. The reason is that the
relation I, has finitarity built-in on the right-hand side. However there are
other possible natural symmetrizations of logics that we shall investigate in
the future: for example for a logic L we could define

I'lF, A <= for every completely intersection-prime theory
T D I'thereisde ANT.

Of course the reading is that I” entails infinite meta-disjunction of formulas
in A. Thus, it allows to speak about infinite disjunctions even in finitary
syntax. Moreover, observe that this notion is a natural extension of finite
disjunctions: we precisely have that if V is a disjunction then

I'FLpVY <= forevery intersection-prime theory (or equivalently
V -prime) T' O I" either p € T or ¢ € T..

IF1, is a symmetric consequence relation. Indeed it always enjoys the full
pair extension lemma: if I" W, A, then there is completely intersection-
prime theory T extending I" such that 7N A = (), thus clearly (T, Finz \ T)
is the pair extending (I', A). Next proposition is straightforward to prove
and it explains the expected importance of the CIPEP for this kind of sym-
metrization:
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Proposition 5.26. A logic L has the CIPEP if and only if Iy, is its conservative
extension, that is for every I' U {p} C Fm g we have

'Ly <— F”‘Lgo.

As an example we can prove in infinitary Lukasiewicz logic that

Ik, {0} U{=¢" | n € w},

which expresses the fact that every non 1 value on [0, 1], reaches zero after
finitely many applications of conjunction &.

Indeed, we know from the proof of Proposition 5.21 that prime theo-
ries in £, are maximally consistent. Thus, in particular, every completely
intersection-prime theory is maximally consistent. Then, since in L
(Example 6.30) we have

Loty Fmeg <= I'kp —¢" forsomen € w,

the claim easily follows.
Observe that there is no finite A C {¢} U {=¢" | n € w} such thatIFy_ A
which follows from the fact that L., has the CIPEP (Example 3.14) and

7

J"Loop\/ﬁp\/—'pz\%'-\/—'p .

Thus, Iy is a symmetric consequence relation infinitary on both sides.

Finally, in the previous section we have explored axiomatizations of some
infinitary extensions of the basic fuzzy logic BL, which we shall now sum-
marize:

e BL, can be axiomatized relative to BL by adding

@) {p =4 newpVxr(p—=p&d) Vi

e Il can be axiomatized relative to II by adding
M) {p 29" [newVxp (p=e&y)Vy or
(i) {p=>¢Y" | new}l> V.

e L can be axiomatized relative to £ by adding
M) {p 29" [newVxp (p=p&y)Vy, or

(i) {p =Y |newt>pV, or
(i) {—p — " |new}> .






6 Simple theories

In the final chapter, we will investigate a special instance of completely
intersection-prime theories, which we call simple (usually known as
maximally consistent). Unlike in the case of linear and prime theories, the
simple ones were not properly studied in the literature per se. Thus, we shall
provide the first step into the systematic study of the role of simple theories
in non-classical logics. In particular, the contribution of this chapter is not
restricted to infinitary logics.

An the center of this investigation there is a generalization of the follow-
ing well-known property of classical logic:

IobeL ) < I Fcgp .

It was first introduced in [82] and called the inconsistency lemma. We intro-
duce and study the hierarchy of inconsistency lemmas in a similar fashion
to the hierarchy of deduction-detachment theorems. To this end, we define
the class of protonegational logics, which extends that of protoalgebraic log-
ics. Intuitively, protonegational logics retain all properties of protoalgebraic
logics though restricted to simple theories. Interestingly, we will see that
a natural dual property to inconsistency lemmas is a syntactical counter-
part of semisimplicity. We again prove an abstract form of the Lindenbaum
lemma, this related to negation and simple theories.

In the third section we investigate a notion dual to structural complete-
ness, which we call antistructural completeness (it bears the same connection
to antitheorems as the structural completeness to theorems). We will see that
in most cases the antistructural completion will be semisimple.

The final three sections of this chapter provide initial insight into direc-
tions of possible future research:

e We will see that antistructural completions and inconsistency lemmas
are very useful in the study of Glivenko-like theorems.

e We will propose a notion of infinitary deduction-detachment theorem.

e We will suggest a possible alternative presentation of protonegational
logics. The class of protoalgebraic logics is generalized by splitting its
defining properties into pairs of logics.
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6.1 Protonegational logics

First we shall introduce and describe the basic properties of protonegational
logics. As suggested above, this is achieved by restricting the properties
of protoalgebraic logics to simple theories. Let us start at the begging: we
say that an L-theory (L-filter) is simple provided it is maximally consistent,
i.e. maximal non-trivial in ThL (resp. in Fir, A). We denote the collection
of all them as MaxThL (resp. MaxFij, A). A model (A, F) is called simple
if ' is simple. We denote the collection of all (reduced) simple models as
Modpax L (resp. Mody,, L). The motivation to call these theories, filters,
and models simple comes from universal algebra, where an algebra is called
simple provided Con A has two elements. Observe that, if L is algebraizable,
then for every reduced model (A, F') € Mod™ L we have:

(A, F) € Mody, L <= |FiLAl=2.

Definition 6.1. A logic L is called protonegational if the Leibniz operator is
monotone for simple theories: 27" C 25, whenever T' C S, T € ThL, and
S € MaxTh L.

Definition 6.2. A set of formulas is =(p, ¢, 7) is called a parametrized proto-
negation if it satisfies

ok o= (reflexivity)
oIf T € MaxThLand T Fy, ¢, 0 = 9, then T F, ¢ (simple MP)

If = has no parameters we call it simply a protonegation.

Let us motivate why we call = a protonegation, though it still resembles
an implication: recall, that, in (non)-classical logics with an implication —
and a constant L for contradiction, it is common to define a negation as
—p = p — L. This negation is explosive, meaning that ¢, = ). The idea
behind the simple modus ponens is that it allows to retain only this property
of implication (in a general sense): if = enjoys the simple modus ponens and
A is an antitheorem, then we can define a parametrized negation

—p = U90:>oz.
acA

However, it turns out that to guarantee that a parametrized protonegation
behaves property (e.g. that the negation defined above is explosive), we
need to ensure that a given logic has enough simple theories, i.e. that the
logic satisfies what we call the maximal consistency property:

! Recall the notation from Section 2.4.
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Definition 6.3. We say that L enjoys the maximal consistency property, MCP,
if every non-trivial L-theory T (i.e. T # Fm,) is contained in a simple
L-theory. Similarly, L has the transferred MCP, 7-MCP, if every non-trivial
L-filter is contained in a simple L-filter.

On the other hand, both the MCP and the 7-MCP are rather weak condi-
tions, indeed

Proposition 6.4. Every logic L which is compact (on every algebra) has the MCP
(resp. T-MCP). In particular, finitary logics with an antitheorem enjoy the T-MCP.

Proof. Let (A, F') be a non-trivial model of L. The result then follows by an
easy application of the maximality principle (Zorn’s lemma): clearly, every
maximal element in

{Ge FiLA|FCGand G # A}

is a simple filter extending F'. Compactness ensures that the chain condition
of maximality principle is met. Therefore such a maximal element always
exists. 0

Clearly, every protoalgebraic logic is protonegational and every proto-
implication is a protonegation. Here are some non-trivial examples:

Example 6.5. The intuitionistic logic, IL, has a protonegation without para-
meters p = ¢ = —(p A —q): it is easy to see that it validates reflexivity and
it has simple MP, because every simple theory of intuitionistic logic is a the-
ory of classical logic (by the deduction theorem clearly either ¢ or —¢ be-
longs to every simple theory of intuitionistic logic), and in classical logic
p = ¢ is equivalent with p — ¢, which, of course, satisfies the modus ponens.
Moreover, = is also a protonegation in the implication-less fragment of IL,
which is not protoalgebraic (thus has no protoimplication)—see [51].

Example 6.6. A similar situation arises for the basic fuzzy logic BL, which
has protonegation p = ¢ = —(p & —q). Modus ponens for simple theories is
valid, because simple theories of BL are theories of Lukasiewicz logic 12
where again p = ¢ is equivalent to p — ¢. Note that again implication-
less fragment of BL has a protonegation, but it is not protoalgebraic (clearly
protoalgebraicity is preserved by extensions).

% Later we will see that that Lo is the strongest extension of BL which has the same simple
theories (Example 6.82). In particular, since BL < £ < L, the claim follows.
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Definition 6.7. A logic L is said to have a parametrized local inconsistency
lemma, PLIL , if for every natural number n, there is a family of sets of
formulas ¥,,(p1, . . ., pn, 7) such that for every {¢} UI' C Fmg

Lioy,...,onbL 0 <= by I(e1,...,¢n,0) forsome I € ¥,

and some ¢ € FmZ‘””L.

The collection {¥,, },,c., is called an inconsistency sequence.

Theorem 6.8. Every compact logic L with the PLIL has a parametrized proto-
negation.

Proof. Let¥,, C P(F'm.) be collections of sets witnessing the PLIL for L, by
compactness, we can assume that every I € ¥ is finite. It is easy to observe
that for every I(p,u) € ¥ the set p, I(p, u) is a finite antitheorem. Thus, by
PLIL we obtain

ko Jl(pa P15 Py X)v

where I(p,a) = {p1,...,0n}, J1(p1,-..-Pn+1,0) € ¥pt1,and X € Fm
Then, we define =(p, ¢, 7) as a union of all

Vare
L .

JI(pyspl(%ﬂ)""v@n(Q7a)aX)v (61)
for every such I(p, u), where ¢;(g, ) is a formula obtained by substituting ¢
for p in ;.

Clearly t-1, ¢ = ¢. To see it is indeed a parametrized protonegation let
T be a simple theory and assume T 1, ¢, = 1, we show T i, 9. If it
where not the case, then, because T is simple, T, v F1, (). By the PLIL there
is I(p,u) = {©1,...,pn} € ¥ such that T Fy, I(z),5) for some § € FmZ’”‘.
Then, by the definition in (6.1) we obtain that the set

JI(@? 501(7#7 5)7 SRRE) @n(% 5)7?)

is contained in ¢ = 1), where each Y’ is obtained from x substituting ¢, ¢, 5
respectively for p, ¢, 7. Finally, since I(¢,0) = {©1(¢,9),...,¢n(¥,0)}, we
conclude by the PLIL that

To 8071(%5), JI(¢7¢1(¢75)a s 7@“(@[}75)’?) l_L (Z)v

a contradiction. ]

We are now ready to prove the main characterization theorem for proto-
negational logics. Recall the definition of the fundamental set

Yu(p,q,7) = {x(p,q,7) € Fmc | O Fr x(p,p,7)}

and note that even though Xy (¢, 1) need not be an L-theory, we still have
(907 ¢> € Q(EL«O’ 7/’)) and ThL(@) - 2L<907 ¢>



6.1 Protonegational logics 111

Theorem 6.9. For every compact logic L, the following are equivalent:

(i) L is protonegational.

(ii) L enjoys the weak form of the correspondence theorem:
ifh: (Fmg,T) — (A, F) is a strict and surjective homomorphism between
models (Fmyg,T) and (A, F'), then whenever S is a simple L-theory extend-
ing T, we have S = h™'[h[S]] (i.e. h is strict between S and h[S]) and h[S]
is a simple L-filter.

(iii) L enjoys the surjective substitution swapping for antitheorems:
for every L-theory T, every set of formulas A, and every surjective substi-
tution o we have

T,olAlFL 0 < o '[T),AkFL 0.

(iv) Surjective substitution swapping for antitheorems for finite As.
(v) Lenjoys the PLIL .
(vi) L has a parametrized protonegation.
(vii) The Leibniz congruence is formula definable on simple L-theories:
there is a reflexive A(p, q,7) C Fm (for every ¢ we have -1, A{yp, )) such
that Alp, ) C T ifand only if (p, 1) € 27T for every T' € MaxTh L.

Proof. Recall that every compact logic has the MCP (Proposition 6.4).

(i)—(ii): Suppose a strict and surjective h: (Fmg,T) — (A, F) is given.
Then, if S is a simple theory extending 7', by protonegationality, ker(h) C
2(T) C £2(5), thus h is strict between S and h[S], which implies h[S] is an
L-filter and it is easy to see that h[S] is indeed simple.

(if)—(iii): right-to-left direction follows by structurality. For the other one
observe that o is strict surjective between ¢~ [T] and T. Arguing by contra-
position: if o ~1[T], A ¥, (), then by the MCP there is simple theory S con-
taining o~ ![T] and A. By (ii) we know that o[S] is simple theory containing
T and o[A], hence T, o[ A] ¥y, (.

(iii)—(iv): trivial.

(iv)—(v): define ¥,, = {I(p1,...,pn,7) C Fmec | p1,-..,0n, 1 FL 0}. The
right-to-left direction of the definition follows, because antitheorems are
closed under substitution (Corollary 2.9). Next if I'", ¢1, ..., ¢, Fr, 0, then by
the substitution swapping o~ [Thy,(I")], p1, . . ., pn I 0, where o is an appro-
priate surjective substitution. The set I(p1, ..., pn,7) = o~ }[Thy(I")] belongs
to ¥, and by structurality I" Fr, I(¢1, ..., ¢n,o(r))

(v)—(vi): Theorem 6.8.

(vi)—(i): if (p,9) € 2(T) then (x(p,0), x(¥,8)) € £2(T). Consequently,
since = is reflexive, x (¢, 8) = x(v,0) C T C S. Thus, modus ponens ensures
that x(¢,8) € S if and only if x (1, ) € S—which is equivalent to (p, 1) €
02(S).
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(i)—(vii): we show that X1,(p, q,7) is the desired set of congruence for-
mulas. Indeed if (p, 1) € £2(T) then by reflexivity X' (¢, ¢) C T and conse-
quently X7 (p, 1) C T. Conversely, suppose X1 (¢, 1) C T. We want to show
that for every formula x(x,4) and every tuple of formulas § if x(p,d) €
T then also x(v,8) € T and vice versa: but (p,v) € 2(Z{p,v)) im-
plies that {x(,9), x(¥,8)) € £2(X1(p,v)). Therefore, by protonegationality
(x(¢,8),x(v,0)) € £2(T), thus we can conclude x(3,6) € T if and only
if x(¢,0) € T. Note that, since X1,(¢, ) need not be an L-theory, we are,
strictly speaking, using more than the plain definition of protonegationality:
in fact, for the monotonicity to hold it is enough that Thy,(0) C X7 (p,¢) (see
the proof of (vi)—(i)), which is the case.

(vii)—(vi): the set A is clearly a parametrized protonegation. O

Let us mention that the assumption of compactness was only important in
the proof of (vi)—(i) (Theorem 6.8)—thus every protonegational logic with
the MCP has all the properties of the previous theorem. Compactness could
be in fact replaced by the MCP, provided that we strengthen the notion of
the PLIL . We will discuss this issue in Section 6.5.

A natural question is whether every protonegational logic also has a
protonegation without parameters (as in the case of protoalgebraic logics):
so far we do not know the answer to this question, but we strongly suspect
it will not be the case. However, in sections to come we shall meet some
natural conditions, which ensures that such protonegation exists (see e.g.
Corollary 6.85).

We saw that in protoalgebraic logics compactness transfers to all algebras
(Theorem 2.18). In fact it is enough to assume protonegationality to obtain
the result. Firstly, we can prove the following variant of the filter generation
property of protoalgebraic logics (Proposition 2.16):

Proposition 6.10. Let L be a protonegational logic with the MCP and either a
small type or a | Var c|-small protonegation and enough variables. For every
algebra A and every X U {a} C A, a € Fif*(X) only if there is a | Var |-small
I" and a consecution I" 1> ¢ such that every simple theory containing I" also
contains ¢ and there is an A-evaluation h such that h[I'] € X U Fif*(0) and

h(p) = a.

Proof. We proceed by induction on the complexity of the proof tree witness-
ing a € Fif*(X)—see Proposition 2.19. In the base case there are two option
(i) a € X and (ii) a = h(p) for some theorem ¢. For (i) consider p > p and
for (ii) @ > ¢ and the homomorphism h.

For the inductive step there is a | Varg|-small I, a rule I' - ¢, and an
evaluation h such that h(p) = a. Moreover, by the induction assumption we
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know that for every v € I there is an appropriate consecution I, > ¢, and
an evaluation h, such that 2 (@) = h(7). By the cardinality assumptions we
may consider each I, > ¢, is written using unique set of variables which
are different from the variables in I" > ¢ (modulo a suitable renaming of
variables in I" > ¢ we may assume that there are | Varz|-many variables
which are not used in this consecution).

Next choose an evaluation f which agrees with h, on every variables
from I’y > ¢, for every v € I' and with h on variables from I" > ¢. Let
=(p,q,T) be a parametrized protonegation (resp. let =(p,q) be a | Var|-
small protonegation) and put

A= UFA,UU<pA,:>'y
yerl yel

Because f(¢,) = h-(pa) = h(7) = f(7), we have that f[A] € X UFi#(§) and
f(¢) = a. Moreover, by protonegationality every simple theory which con-
tains A contains by induction assumption ¢, and consequently, by proto-
negationality, also «y for every v € I' thus it also contains . Clearly, by the
construction, A is | Var ¢ |-small as desired. O

The previous proposition seems as a rather weak result, but it is enough to
prove the trivial filter generation property of protoalgebraic logics (Propo-
sition 2.17) in the precisely same formulation also for protonegational logics
with the MCP, which is the key component to prove that the compactness
transfers.

Proposition 6.11. Let L be a protonegational logic with the MCP, an antitheorem,
and either a small type or a | Varc|-small protonegation and enough vari-
ables. Then, for every algebra A and every X C A, FifY(X) = A if and
only if there is | Varc|-small antitheorem A and an A-evaluation h such that
hlA] € X UFif(0).

Proof. Recall the proof of Proposition 2.17. We can again construct the set

A = U I, U U Va = Q.
acA acA

This time of course =(p,q,7) is a parametrized protonegation. A" was
clearly an antitheorem in Proposition 2.17. Here suppose A’ is not an anti-
theorem then by the MCP there is a simple 7" extending A’, but then modus
ponens for simple theories of protonegation ensures that 7' - A thus T is not
consistent—contradiction. The rest of the proof is the same. ]
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Theorem 6.12. Let L be a protonegational logic with an antitheorem, the MCP,
and either a small type or a | Varc|-small protonegation and enough vari-
ables. Then, if L is at most r-compact, then so is Fif* for every algebra A.

Proof. Analogous to the one of Theorem 2.18. O

Corollary 6.13. Let L be a protonegational logic with either a small type or | Var ¢ |-
small protonegation and enough variables. Then, compactness transfers to all alge-
bras.

Proof. Compact logics always have both an antitheorem (see Corollary 2.10)
and the MCP (Proposition 6.4) so the previous theorem applies. ]

Corollary 6.14. Every compact protonegational logic with either a small type or
| Var ¢ |-small protonegation and enough variables enjoys the T-MCP.

Proof. Combine the previous corollary and the fact that the transferred com-
pactness imply the 7-MCP (Proposition 6.4). ]

So far we know that protonegational logics with the MCP have many
interesting properties (Theorem 6.9), but they are all restricted to the algebra
of formulas. In fact, we do not know whether they transfer in general to all
algebras, which motivates the following definition:

Definition 6.15. A logic L is called fully protonegational if the Leibniz op-
erator is monotone for simple filters: NAF C NAG, whenever F C G,
F € Fi1, A, and G € MaxFir, A on every algebra A.

Going along the lines of the proof of Theorem 6.9 we can show:

Proposition 6.16. For every fully protonegational logic L the following is true:

(i) L enjoys the full weak form of the correspondence theorem:
if h: (A,F) — (B,QG) is a strict and surjective homomorphism between
models (A, F) and (B, G), then whenever FF C H € MaxFiy, A, we obtain
that h is strict between H and h[H], and h|G] € MaxFir, B.

(ii) The Leibniz congruence is formula definable on simple L-filters:
there is a reflexive A(p,q,7) C Fmg such that A% (a,b) C F if and only if
(a,b) € AT for every F € MaxFiy, A.

As said above, we do not know whether every protonegational logic is
fully protonegational. However, we will see that under two different sets of
(very weak) assumptions it is always the case. The assumptions are:

(i) L is compact and has enough variables.
(ii) L enjoys the MCP and has a small type.
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We will start with the first case, which we prove via natural extensions.

Lemma 6.17. Let L is (fully) protonegational with the (7)-MCP and A, B al-
gebras. Then, for every F' € MaxFiy, A and every surjective A-evaluation h
(resp. homomorphism h: B — A), we have h='[F] € MaxThL (resp. h~![F] €
Max]—" iL B )

Proof. We prove only the protonegational case, the other one is analogous.
Clearly h™![F] is a theory of L. If it was not simple, then by the MCP there
would be a simple theory 7" extending it. However, then by the weak corre-
spondence theorem (see Theorem 6.9) we obtain a simple L-filter h[T] which
strictly extends F—contradiction. ]

Lemma 6.18. If L is a compact logic with the PLIL and enough variables, then
so is every natural extension L" to k-many variables. In particular, L" is proto-
negational.

Proof. Recall that in Proposition 2.24 we proved that compactness is pre-
served under natural extensions. On the other, the general method to prove
that result can be easily applied even to the case of PLIL (both logics will
have the same inconsistency sequence). Finally L" is protonegational by the
characterization theorem (Theorem 6.9). O

Theorem 6.19. Every compact protonegational logic with enough variables is fully
protonegational.

Proof. There is a surjective homomorphism h from Fm,(x) to A for some
cardinal x. Suppose (a,b) € 24F and pick ¢, ¢, such that h(¢,) = a and
h(¢p) = b. Clearly (4, p) € 201 [F], by Lemma 6.17 we know that h~}[G]
is a simple theory of L™ and, since L" is protonegational by Lemma 6.18, we
obtain (¢, ¢p) € 2h~[G]. Consequently, we conclude (a,b) € 24G. O

For the second case we use the interesting fact that small subsets of RSI
(resp. simple) models can be extended to small RSI (resp. simple) submatri-
ces.

Lemma 6.20. Let « be an infinite cardinal, L a logic with type of size <k and
cardL < k™. Suppose (A, F) € Modggi L. Then, each k-small subset of A ex-
tends to a k-small submodel (B, G) of (A, F') such that (B, G) € Modgg; L.

Proof. Let A = (A, F) € Modggi L, this implies that F' is saturated w.r.t.
some a € A. We will define a countable chain A; = (A;, F;) of x-small

submatrices of A. Let H C A be the x-small set we want to extend. We start
with Ag = (Sg?(H U {a}), FNSgA(H U {a})).
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Suppose A; is defined. By the assumption |4;| < &, thus, in particular
|A; \ Fj| < k. By the saturation, for every b € A;\ F;, we obtain a € Fif*(F,b)
(A;is asubmatrix of A, thusa ¢ F). Therefore, by Proposition 2.19, there is a
well-founded proof tree such that the leaves of the tree are from F'U {b} and
a is the root. Define P, as the union of all subsets of A of the form e[ Var.],
where e is an A-evaluation such that (e[I'],e(¢)) € Vas was used in the
proof tree. The cardinality restriction of L implies that P, is xk-small. Define
H = A; UlUpea,\r, Po, this set is still s-small. We can set

Aip1 = (Sg?(H),Sg*(H)NF).

Obviously the cardinality of A;, is bounded by «. Finally define

B = (Sg” (| 4)), S (|J 4) n F).

S 1EW

We claim that B = (B, G) is our desired subdirectly irreducible submatrix
of A. It clearly satisfies the cardinality requirements. To end the proof we
show that a saturates G. Take an element b € B \ G. We want to show that
a € FiB(G,b). By the construction there is i € w such that b € A;, but then
the whole proof P, is contained in A;; C B, thus again Proposition 2.19
implies a € FiP (G, b). O

Proposition 6.21. Under the assumptions of the previous lemma, if moreover L
has an antitheorem, then k-small subsets of simple models extend to k-small simple
submodels.

Proof. 1f (A, F') is simple then it is in fact saturated w.r.t. every a € A\ F. Let
Abe an antitheorem (by the cardinality restrictions we may assume |A| < k)
in one variable, then h[A] is an inconsistent set in A (that is Fif*(h[A]) = A)
for an arbitrary homomorphism h: Fm, — A. We can easily modify the
proof of the previous lemma so that the matrix (B, G) not only contains the
set H but also the inconsistent set h[.A], but moreover we can ensure that G is
saturated w.r.t. every element in h[A]\ F', which implies that G is simple. [

Theorem 6.22. Every protonegational logic with the MCP and a small type is fully
protonegational.

Proof. Note that if L has a small type, then | Varc| satisfies the cardinality
restrictions of Lemma 6.20 and Proposition 6.21. Suppose (a,b) € 24F.
Given a formula x(p,7) and a tuple of elements ¢ of A4, it is enough to
show that y4(a,¢) € G implies x(b,¢) € G. Apply Proposition 6.21 to
obtain | Varz|-small simple submatrix (B, H) of (A, () in such a way that
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a,b,x*(a,é), x(b,¢) € B. Denote ' = F N B. Let h: Fm, — B be asur-
jection (it exists because B is | Varz|-small). Take formulas ¢,, ¢, such that
h(¢a) = a and h(gpp) = b.

From (a,b) € 2AF infer that (a,b) € 2P F’. Consequently, we obtain
that (@4, pp) € £2h71[F’]. Then, since by Lemma 6.17 we know h~'[H] is
simple, we get

(¢a, pv) € 207 H]. (6:2)
Thus, if x*(a,¢) € G then also x“(a,¢) € H, but (6.2) implies that (a,b) €
24 H which allows us to conclude that x4 (b,¢) € H C G. O

We will now show some additional application of the RSI-submodel ex-
tension lemma (Lemma 6.20):

Theorem 6.23. Suppose L is a logic with an antitheorem and has a small type.
Further, suppose L is protoalgebraic or is protonegational with the CIPEP. Then, if
every completely intersection-prime L-theory is simple, then also every completely
intersection-prime L-filter is simple.

Proof. Suppose (A, F) € ModL and F is completely intersection-prime.
By Lemma 6.20, there is | Var z|-small submatrix (B, G) with G completely
intersection-prime. Let h: FFm — B be a surjection, we can assume that B
contains some element ¢ € A, which makes I saturated. First will show that
h~1[G] is completely intersection prime in ThL. If L is protoalgebraic the
result easily follows by the correspondence theorem. In the second case by
the CIPEP we have h~![G] = (T}, where all T} are completely intersection-
prime and thus by the assumption of the theorem also simple. As an easy
consequence of the CIPEP and the assumption that completely intersection-
prime theories are simple we obtain that L has the MCP. Thus, by the second
point of Theorem 6.9, it can easily be shown that G = (| h[T;]. Thus, by the
primeness of G we obtain that G = h[T;] for some i, consequently h™1[G] =
T;, thus by the same theorem both h~1[G], and G are simple.

Now, if b ¢ F, then by the saturation a € Fif*(F U {b}). Since G is simple
and a € B\ G we can see that B C Fi#*(F U {b}). Finally, using the fact that
L has an antitheorem, we easily prove that Fif*(F U {a}) = A. O

In the remaining part of this section we shall focus on the notion of
semisimplicity. Let K be a class of algebras. As Kginple we denote its sim-
ple members, i.e. those A € K such that |Conk A| = 2. A quasi-variety K is
called semisimple if any of the following equivalent conditions is met:

% Note that in this case we can forget about the compactness assumption of the theorem—cf.
the comments below the theorem.
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(i) Relatively subdirectly irreducible members of K are simple.
(ii) For every A € K, the identity congruence A4 is an intersection of
maximal members from Cong A\ {Va}.
(iii) Every algebra in K is a subdirect product of algebras from Kgjple.

We are now going to propose a logical counterpart of semisimplicity.
First of all for simple theories (filters) we have a corresponding extension
property: a logic L enjoys (transferred-)simple extension property, SEP (resp.
7-SEP), if MaxTh L (resp. MaxFiy, A) forms a basis of ThL (resp. Fi;, A on
every algebra A). In logical setting the conditions (i)—(iii) may be formulated
as follows:

(i) MOdRSI L - MOdMaX L.
(ii) L enjoys the 7-SEP.
(iii) Mod*L C Pgp(Mody;,, L).

It can easily be shown that these conditions are equivalent for finitary proto-
algebraic logics. One can use the following facts about these logics:

e finitarity implies 7-CIPEP (Proposition 3.3), and that
e for protoalgebraic logics we can prove the subdirect representation
theorem (Theorem 3.19.)

However these conditions need not be equivalent for arbitrary logic. Since
we believe (iii) to be the intended meaning of semisimplicity, we define L to
be semisimple if every reduced model of L is a subdirect product of reduced
simple models of L—that is, the condition (iii) holds.

Proposition 6.24. For every L, the simple filters are completely intersection-prime.
Moreover, if L has the (1)-SEP, then every completely intersection-prime theory
(filter) is simple.

Proof. The first claim is easy to prove: just note that simple theories are sat-
urated w.r.t. every element. Conversely if 7' completely intersection-prime,
it is saturated w.r.t. some formula ¢. Then, by SEP there is a simple 7" O T
such that 7" ¥ . Then, since ¢ saturates T', we conclude T' = T". d

Proposition 6.25. Every logic L with 7-SEP is semisimple. Moreover, if L is fully
protonegational and has T-MCP, then the converse is also true.

Proof. The first claim is an easy consequence of the previous proposition
and Theorem 3.19. The other direction can be proved the same ways as in
Theorem 3.19: we use the fact that by Lemma 6.17 the preimage of m; o h over
a simple filter is again simple. O
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6.2 Inconsistency lemmas

In this section we study the notion of inconsistency lemmas. We start by
extending Definition 6.7 to local and global version without parameters in a
similar fashion to deduction-detachment theorems.

Definition 6.26. L is said to have a local inconsistency lemma, LIL, if it has an
inconsistency sequence without parameters. Moreover, if for each natural
number n the set ¥, is a singleton, we say that L has a global inconsistency
lemma, GIL,and we identify each ¥, with the unique I(p1,...,pn) € ¥,.

Inconsistency lemmas were first introduced and studied by James Raftery
in [82] but only in its global form. Let us start with some examples

Example 6.27. If L is an superintuitionistic logic, i.e. an axiomatic extension
of intuitionistic, then it has the GIL in form

F,gol,...,gonl—L@ <= FI—L—|(<,01/\~--/\90n),

which can be seen as an easy consequence of the well-known standard
deduction-detachment theorem of these logics.

Example 6.28. Every axiomatic extension of the full Lambek calculus with
exchange and weakening, FL, has the LIL. It is well known [23, 52] that
all of these logics enjoy the local DDT in the form

IekFy << Tk " —1forsomen € w.
The LIL can be seen as special case where ¢ = L.

Iol,...;ontb0 <= Lo &...&pp 0
— T'Fp&...&p)" = L==(p1 &...&pp)"

for somen € w.

Thus, the set ¥,, has form {—(p; & ... & p,)" | n € w}. Note that also the
implication-less fragment of these logics has the LIL in this from.

Example 6.29. A special case of the previous example is the product logic II.
Observing that —p™ 11 —p for every n € w it easily follows that

o1& .. &l = TFa(pr1&...&pp).

Thus, IT has GIL with I, = {=(p1 & ... & p,)}. So II is an example of logic
with global inconsistency lemma but only local DDT (see e.g. [1]).

The same situation arises in the logic of strict continuous t-norms, SBL,
which is axiomatized by adding e.g. —(p & p) — —p to BL (see [21]).
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Example 6.30. The infinitary Lukasiewicz logic L., also has the LIL in the
same form as FL¢,, (Example 6.28), which can easily be proved using com-
pactness of L, and the fact that it has LDDT of FLey,.

We will also present a semantical argument, which, as we believe, pro-
vides some inside into the behavior of the logic. For the proof of the non-
obvious direction assume that for every n we have I" ¥ —¢", that is, we
can assume that we have for every n an evaluation e,, on the standard al-
gebra such that e[I] C {1} and e,(¢) > 1 — 1/n. We want to show that
there is an evaluation e such that e[I" U {¢}] C {1}, i.e. I, ¥ 0. We will
use that fact, that the connectives of the logic are continuous w.r.t. the stan-
dard interval topology. The evaluation we are looking for will be limit of the
evaluations e,,.

It is easy to prove that if {v,},c, are evaluations such that for every
variable p occurring in ¢ the sequence {v,(p)}new has a limit, then for the
limit evaluation v, given by v(p) = lim{v,(p) }new, the value v(yp) is the limit
of {vn () }new-

Thus, to finish the proof, we find an infinite / C w such that the sequence
{en(p) }ner has a limit for every variable p. We will extend the well-known
Bolzano-Weierstrass theorem to infinitely many sequences. Enumerate the
variables as {p; }ic. . First, for every n € w using induction and the theorem,
we can obtain [,, C w such that {e;, (pn) }mer, converges and the intersection
of finitely many of these sets is infinite. Let I be an infinite pseudointersec-
tion of I,,, that is for every n the set [ is contained in /,, up to finitely many
elements. Then, clearly for every n the sequence {e, (py) }mer converges and
the desired evaluation assigns the limit of {e,(pi) }mer to the variable p;.

For the benefit of the reader we show that indeed such pseudointersection
of I,,’s exists. It can be defined inductively as follows: let Xo = {k} for some
k€ Ipand X, 41 = X, U{l} forsomel € ([, L;) \ Xn. Itis easy to see that
I = U, Xn is a pseudointersection of the sets I,, (all the elements added
in steps > n belong to I,).

Example 6.31. Finally, we are going to see that the Full lambek calculus with
weakening, FLy,, enjoys the PLIL while it does not enjoy the LIL (for the
second claim see Example 6.41). Recall that a left conjugate is defined as a
formula \,(¢) = o — ¢ & o and the right conjugate as p,(¢) = o ~ a & .
An iterated conjugate of ¢ is a composition V4, (Yas (- - - Yan (¢))), Where n €
wand v,,; € {Aa;; Pa; }- We can obtain the PLIL as a restriction of the PLDDT
of FLy, (see [53, Theorem 2.14]):
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m
Ipl,...;onb0 <= I'F —|(H'yz-), for some m, where each +; is an

7

iterated conjugate of a formula in {¢1,..., ¢, }.

Of course, by [[ we mean & over the arguments. In other words FL, has
the following inconsistency sequence

Up(p1y. - P, T) = {{ﬁ(H vi)} | m € w, ~; iterated conjugate of some p; }.

)

A formula in two variables c(p, q) is called a conjunction in L if for every
formulas ¢, 9

o, L elp,¥) and  c(p, ) FL g, 1.

Note that such connectives are associative and commutative thus we can
write ¢(¢1, . .., ¢n) instead of c(p1,c(...c(Yn—1,¢n))). It can easily be seen
that in logics with conjunction the definition of inconsistency lemma simpli-
fies, it is enough to have just ¥, indeed:

Iol,...;ontL 0 < Te(pr,...,0n) L0
= T'Fy I(c(p1,...,0n),0) for some I € ¥
and some 6 € Fm, "<,
The next result, the transfer of inconsistency lemmas, can be found already
in [82, Theorem 3.6], though in less general form and only for GIL, Moreover
we present a different proof.

Theorem 6.32. Let L be a protonegational logic with the MCP, enough variables,
and the LIL (or GIL) witnessed by {¥y,}nc.. Then, for every L-filter F' on an
algebra A and every tuple of elements ay, . .., ay:

A=Fi({F,a1,...,a,}) <= I%ay,...,a,) C F forsomeI € W,.

Proof. The same proof holds for both LIL and GIL, The right-to-left direction
follows easily from Proposition 6.11 because

P, '7pn7I(p17"‘7pn) I_L @

For the other direction, let A(¢q) be an antitheorem in one variable ¢, we
can assume that |A| < |Varg| (Proposition 2.15). Then, choose a € A,
clearly A4(a) C Fif*({F,ay,...,a,}). Using Proposition 2.19 (similarly as
in the proof of Lemma 6.20) for every b € A“(a) we obtain a set P,
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as the union of all subsets of A of the form e[Varg], where e is an A-
evaluation such that (e[I'],e(y)) € Vas was used in the proof tree witness-
ing b € FiA({F,ay,...,a,}). Then, let X = Ubeaa(q) Po and observe it is
| Var z|-small. Let B be the subalgebra of A generated by X U {a1,...,a,}
and let G = F N A. Since the algebra B contains the proofs P, we can
easily conclude that Fif({G,a1,...,a,}) = B.Let h : Fm, — B be
a surjective homomorphism such that h(p;) = a; for i < n. By proto-
negationality and the MCP we obtain that h=1[G],p1,...,p, F1r 0: indeed
otherwise the premises h™![G],p1,...,p, could be extended to a simple
theory 7' and by Theorem 6.9 h[T] would be a non-trivial L-filter extend-
ing G,ay,...,a,—contradiction. Now, by the LIL (resp. GIL), we obtain
that h=YG] + I(p1,...,pn) for some I € ¥, and, consequently, h[I] =
I“(a1,...,a,) CG C F. O

The previous theorem allows to prove characterizations for both local and
global inconsistency lemmas. We shall now focus on the first case:

Definition 6.33. A logic L has the simple filter extension property (SFEP) if for
any two L-models (B, G) < (A, F) and every G C H € MaxFiy, B there is
F C H € Fit, Asuch that H = H' N B.

Note that in the definition we do not require H' to be simple.

Lemma 6.34. If L has an antitheorem then its non-trivial models are closed under
submatrices.

Theorem 6.35. Let L be a compact protonegational logic with a small type.* Then,
the following are equivalent:

(i) L enjoys the local inconsistency lemma.
(ii) L enjoys the simple filter extension property.
(iii) The SFEP holds on the algebra of formulas Fm .

Proof. (i)—(ii): Let (B,G) < (A,F) and let G € H € MaxFi, B. Define
H' = Fif*(F U H). We prove that H = H' N B. To this end, take b € B N H'.
In order to obtain contradiction suppose b ¢ H, then FiP(H,b) = B
and, by transfer of LIL (Theorem 6.32—recall that by Proposition 6.4 com-
pactness implies the MCP), IB(b) C H for some I € ¥;. Consequently
I4(b) = IB(b) C H’, and thus, again by LIL, H' = A (because b € H').
Therefore it is enough to show that H # A: Suppose it is not the case, i.e.
A = H'. Then, the transferred compactness (Corollary 6.13) implies that

* Instead of a small type we can assume that the logic has enough variables and a | Varc |-
small protonegation.
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A = Fi(f1,..., fm,h1,...,hyn), where f; € F and h; € H. Then, by LIL
there is I € W, such that I4(hy,...,h,) C Fif*(f1,..., fm) C F. Then,
clearly IB(hy,...,h,) = I4(h1,...,h,) € G. Again by LIL we conclude
that B = Fii3 (h1,...,hn,G) C H. In other words, H is trivial, thus not
simple— contradiction.

(i) — (iii): Trivial.

(iif)—(i): Define an inconsistency sequence as

U, ={T N Fme{p1,.--,0n}) | P1s---,pn, THO, T € ThL}.

First we show that for any I € ¥,, we still have p1,...,p,, I F 0. If it was not
the case, then, by Lemma 6.34, we would obtain that

F =Thy(p1,-...pn, 1) N Fme({p1, ... pn}) # Fme({p1, .- oa})-

However, then by the 7-MCP (which the logic enjoys by Corollary 6.14),
there would be a simple filter G such that ¥ C G C Fm,({p1,...,pn}) and
by the SFEP we would obtain py, . . ., p,, T ¥ —contradiction. In particular,
we have one direction of LIL:

'ty I(p1, ..., p) implies I 1, ..., @ b1, 0 for every I € 0.

For the other direction, suppose ¢1,...,¢,, ' F 0 and take a surjec-
tive substitution o such that o(p;) = ¢;. Protonegationality and Theo-
rem 6.9 implies that o~} [Thy(I")],p1,...,pn = 0. Let I = o }Thy(I)] N
Fmg({p1,...,pn}). Clearly, I € ¥, and thus, by structurality, we conclude
that

I'o(I(p1y...,pn)) =I(p1,...,0n). O

There is an another property closely related to the SFEP which as we will
see can be characterized in a similar fashion.

Definition 6.36. A logic L is simple submatrix closed, SSC for short, if every
submodel of a simple L-model is also simple.

It is easy to see that SFEP is a sufficient condition for a given logic to be
simple submatrix closed. Interestingly enough, we are going to show that
SSC (at least in case of protonegational logics) corresponds to some form of
definability of simple theories (filters).

Definition 6.37. A logic L has definable simple filters, if there is a family of sets
of formulas in one variable ¥(p) such that for every algebra A:

MaxFip, A= {F € Fip, A |Va € A(a ¢ F < 3I€ ¥ such that [*(a) C F)}.

Moreover, L has definable simple theories if the property holds for the algebra
of formulas.
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Lemma 6.38. Every logic L with the MCP has definable simple theories if and only
if for every simple theory T and every formula ¢ the following holds

p¢T <<= I(p) CT forsomel €W. (6.3)

In particular, every logic with the LIL or the dLIL has definable simple theories. An
analogous characterization holds for definability of simple filters.

Proof. The direction from left to right holds trivially. Conversely, clearly we
have every simple theory satisfies the defining condition. Suppose T satis-
fies it, we show it is simple. From the assumption ¢ ¢ T we obtain T € ¥
such that I(¢) C T.If T'U {¢} would we a consistent set then (by the MCP)
there would be a simple theory extending it, but the defining condition pro-
hibits simple theories to contain both ¢ and ().

Finally, we can see (6.3) as a restriction of the LIL to simple theories and
tuples of size one. Therefore, clearly, if {¥, },c. is an inconsistency sequence
without parameters, then the family ¥, defines simple theories. Similarly, it
is also a restriction of the dLIL to simple theories. O

Lemma 6.39. LetL be a protonegational logic protonegational logic with the MCP,
an antitheorem, and small type.Then, if L has definable simple theories, then it also
has definable simple filters.

Proof. We will argue using the characterization from Lemma 6.38. Let (A, F')
be a simple model of L. Take an element a € A and use Proposition 6.21 to
obtain a | Var¢|-small simple submatrix (B, G) of (A, F) such that a € B.
There is a surjective e: Fm — B which is strict between T = ¢~ ![G] and
G. By protonegationality 7" is simple (Lemma 6.17). Choose a formula ¢ such
that e(p) = a, then

a¢F <— a¢G << ¢¢T
< I(p) CT forsomel € ¥
< I%)C Gforsomel €W
< I%(a) C Fforsomel €V,
where the third equivalence is due to (6.3). O

Theorem 6.40. For every protonegational logic L with the MCP and an anti-
theorem, the following are equivalent:
(i) L has definable simple theories.
(i) h~'[T] € MaxFiy, A for every T € MaxThL and h: A — Fmy.
(iii) If (Fmg,T) is a simple model of L then so is its every submatrix.
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Moreover, if L has a small type, then we can add:

(iv) L has definable simple filters.
(v) h7Y[F] € MaxFiy, A for every F € MaxFiy, Band h: A — B.
(vi) L is simple submatrix closed.

Proof. (i)—(ii): Let a € A be given then

a¢ h T] <= h(a)g¢T
<~ I(h(a)) C
— I%a) C h[T] for some I € ¥.

T forsomel c¢ ¥

It easily follows that h~![T] is simple: maximality is due to the fact that
{¢}UI(p) is an antitheorem (consequence of the MCP), thus also {a}UI“(a)
generates the trivial filter.

(ii)—(iii): Suppose (A, F) < (Fmg,T), where T' € MaxTh L. Taking the
identity injection i: A — F'mg gives the result.

(iii)—(i): We will use the characterization from Lemma 6.38. Define

U ={TnNFmg({p}) | Tissimple and T,p +- 0}.

For the right-to-left direction of (6.3) observe that for every I € ¥ still
I,p F : this follows, since (Fm({p}), I) is simple by the assumption, and
that non-trivial models are closed under submatrices (Lemma 6.34). For the
other direction let us have a simple 7" and ¢ ¢ T'. Protonegationality implies
that for any surjective o such that o(p) = ¢ we have that S = o~ ![T] is a
simple theory (Lemma 6.17) and p ¢ S. Thus, I = SN Fm,({p}) € ¥ and
o[I] = I(¢) C T, which is what we wanted.

Finally, the directions (iv)—(v)—(vi) can be proved in the same way as
(i)—(@ii)—(ii). The implication (vi)—(iii) is trivial, and the remaining one,
(i)—(@iv), was proved in the previous lemma. O

Example 6.41. It is known that the Full Lambek calculus with weakening
FL,, does not have the filter extension property (or equivalently the LDDT).
We show that even more is true: it does not enjoy the SCC (in particular, it
does not have the LIL and definable simple theories). We present a counter-
example taken from [53, pp. 202-203]. The FLy-algebra presented therein
(see Figure 6.1), call it A, is simple, i.e. (A,{1}) € Modjy,, FLy, but it has
a subalgebra B with universe {1, a, 0}, which is equivalent to the 3-element
Heyting chain. Thus, clearly (B, {1}) is not simple.
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Figure 6.1: Description of the FL,,-algebra A

Next, we are going to present a characterization result for the global in-
consistency lemma. It is a stronger version of [82, Theorem 3.7]—the result
is proved for compact and protonegational logics (instead of finitary and
protoalgebraic), although the proof itself is very similar.

A join semilattice (S, V,0) with a least element 0 is called dually pseudo-
complemented if it has a greatest element 1 and for every a € S there is a
smallest b such that a V b = 1. We denote such a b as a*.

Theorem 6.42. For every compact protonegational logic L with a small type,® the
following are equivalent:

(i) L enjoys the global inconsistency lemma.
(ii) For every algebra A, the join semilattice of finitely generated L-filters is
dually pseudo-complemented.
(iii) The join semilattice of finitely generated theories of L is dually pseudo-
complemented.

Proof. (i)—(ii): Note that by compactness we may assume that the GIL
is witnessed by an inconsistency sequence consisting only of finite sets.
By the assumptions we know that Fif! is compact (see Theorem 6.12). In
particular, A is finitely generated filter. Theorem 6.32 clearly implies that
Fid(WA(a1,. .., a,)) can be chosen as Fif* ({ay, . .., an})*.

(ii)—(iii): trivial.

(iii)—(i): Note that by compactness Fim ¢ is the greatest finitely generated
theory. We are going to build an inconsistency sequence for L: let A be a
finite set of generators for Thy,({p1,...,pn})* and define ¥, (p1,...,pn) as
o[A] where o is the substitution fixing p1, . .., p, and sending the remaining
variables to p;. Observe that for every theory 7' (non necessarily finitely
generated), we have

% Instead of a small type we can assume that the logic has enough variables and a Var £-small
protonegation.
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Fme =TV ThL({p1,...,pn}) <= ACT, (6.4)

where the left-to-right direction is due to compactness: indeed by compact-
ness there is finite {¢1, ..., ¢} C T such that

Fmﬁ = ThL({(;Ola ooy @myPly - 7pn})

Therefore A C Thy,{p1,.-.,pn})* € Thr({e1,...,om}) C T.

Let us take I' U {¢1,...,pn} € Fmg and let o be a surjective substi-
tution sending p; to ¢; and all other variables from I' to a;. Note that
o[I'l =¥, (p1,...,¢n). We can obtain the result as follows:

L, oon b0 Thi(I'), o1, pn F 0
o Tho(I)], p1,- .., P F 0

A C o7 Thy(I)]

Un(p1,- - n) = o[A] € Th(I)

I'E9,(p1,.. ., 0n),

1ree

where the third equivalence is due to (6.4) and the fourth by the surjective
substitution swapping for antitheorems (see the characterization theorem
for protonegational logics—Theorem 6.9). O

Note that an interesting feature of this characterization is that in principle
the theorem applies also to infinitary logics while we still speak only about
finitely generated theories (filters). Indeed, in the next example we show
that there is an infinitary logic falling under the scope of the theorem:

Example 6.43. We define L as the logic of all finite Heyting algebras, that is
L =Fma ins Where

HAfin = {(A,{1}) | Ais a finite Heyting algebra}.

We first show that L is compact: clearly, IL < L. < CL. And since IL and CL
has the same simple theories (see Example 6.5), the same is true also for L.
In particular, it easily follows that all these logics has the same antitheorems.
Consequently, L is compact by the compactness of CL.

It also easy to verify that it enjoys the same GDDT as IL, i.e.

obFpy <<= T'FLe—.

Consequently, it also enjoys the GIL in the expected form.
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Thus, it remains to show that L is indeed infinitary. To demonstrate this
fact we use the Jankov’s characteristic formulas (see [10]): For every finite
subdirectly irreducible Heyting algebra A there is a formula x(A) such that
for every B = (B, {1}) € HA;,, we have

s x(A) < AcSH(B). (6.5)

Since up to isomorphism there are only countably many finite subdirectly
irreducible algebras, we can put

I' = {x(A) — p| A a finite subdirectly irreducible Heyting algebra}

and assume that each y(A) is written using unique set of variables distinct
from p. We show that I" > p is a proper infinitary rule of L:

Take a finite Heyting algebra B and assume that for a B-evaluation v we
have v[I"] C {1}. Clearly, for any finite A € HA which has more elements
than B we obtain by (6.5) that =g x(A), i.e. v(x(A)) = 1 and consequently
also v(p) = 1.

On the other hand let I be a finite subset of I". Thatis, I is a collection of
formulas induced by Ay, ..., A,. Let A be a direct product of these algebras
extended by a new top element. That is A is finite, A € HAg;, and every
A; € SH(A). Therefore, by (6.5), we know that =5 x(A;) for every A;.
Therefore, we obtain for every i an A-evaluation v; witnessing ~a x(A;).
Then, capitalizing on the fact that each x(A;) is written using a unique set
of variables, we can easily build an A-evaluation v, which agrees with v;
on variables from x(A;) and such that v(p) is the coatom of A. Clearly, this
evaluation witnesses that I'' (£ p (it must be the case that v(x(A;)) < v(p)
thus v[I"] C {1})—which is what we wanted.

Interestingly, inconsistency lemmas also have a natural dual form, which
we shall investigate in the remaining part of this section.

Definition 6.44. A logic L has the dual parametrized local inconsistency lemma,
dPLIL, if there is a family of sets of formulas ¥(p,7) such that for every
I'u{ey} C Fmg

for every § € Fm " and every I(p,F) € ¥

DI, d) L < Ty

Moreover, if ¥ has no parameters, then L is said to have the dual local
inconsistency lemma, dLIL, and finally the dual global inconsistency lemma,
dGIL, if additionally ¥ is a singleton (in this case we again identify ¥ with
the unique I € ¥).
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The dual version of global inconsistency was already introduced in [82]
though it was presented in a different way: it was defined as one property
GIL+dGIL. Moreover, the dGIL was postulated for tuples of formulas (both
GIL and dGIL witnessed with the same inconsistency sequence). First, we
explain that our apparently weaker definition of dual inconsistency lemmas
has the same strength. Then, we show that it can be equivalently formulated
by means of a generalized law of excluded middle. Finally, we explain some
interactions between inconsistency lemmas and its duals. Moreover, we will
argue that the dual versions of inconsistency lemmas are interesting per se,
which justifies our decision to separate the original notion into two.

Proposition 6.45. Suppose L has the dPLIL witnessed by a family ¥ and let
{¥(p1,---+Dn,T) tnew be an inconsistency sequence. Then, for every n € w and
every 'U{¢p1,...,on} C Fmg:

Var 2

for every 6 € Fm [*"* and every I(p1,...,pn,T) € ¥y
L1,y om0) FLD = T'FLo1,...,¢n.

Proof. The direction from right to left follows directly from the PLIL (resp.
LIL, GIL). For the other one suppose that I" ¥}, ¢; for some i < n. By
dPLIL thereis J € ¥ and § € FmZ“T‘ such that I, J(¢;, ) ¥#1, ) and there-
fore also I, J(¢;,0), i 1, 0 and I, J(¢;,0), ¢1, - - ., ¢n 1, 0. Consequently,
thereis I € ¥, and ¢ € FmZ‘”’ﬁ such that I', J(;,6) Fr I(¢1,...,¢n, ).

Consequently, I, I(¢1, - . ., ¢n, ) ¥1, 0, which is what we wanted. O

In other words if a logic has some form of inconsistency lemma and the
dPLIL then it always has the same form of dual inconsistency lemma w.r.t.
V. Moreover, the duals can be extended to tuple of formulas.

It should not be surprising that the dual inconsistency lemma of classical
logic is closely related to the law of excluded middle, which can be formulated
as the following meta-rule

I'otcr I'—p oLy
I'tcL ¢

and to the fact that classical logic is involutive, i.e. ¢ cr, 7.

In fact, it is easy (apply the previous proposition) to show that an super-
intuitionistic logic satisfies the law of excluded middle of classical logic if
and only if it has dPLIL if and only if it is a classical logic if and only if it
proves -—p — @—cf. Example 6.27. We will describe a general version of
these properties and see that they are equivalent to dPLIL.
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Definition 6.46. We say that L satisfies the law of excluded middle, LEM, pro-
vided there is is family of sets of formulas ¥(p,7) (possibly with para-
meters) such that for every I € ¥ we have p,I(p,7) b, 0 and for every
I'u{p, v} C Fmg:

Ipbp v I, I(p,8) by, 4 for every 6 € FmZarﬁ and every [ € ¥
'y '

Note that we can see ¥ as a collection of explosive negations which
together satisfy the meta-rule law of excluded middle.

Proposition 6.47. A logic has the dPLIL w.r.t. to ¥ if and only if it has the LEM
w.rt. W.

Proof. The left-to-right direction: it is clear that p, I(p, r) is an antitheorem.
Suppose that the premises of the meta-rule hold, by the dPLIL it is enough
to show that for every J € ¥ and every & € Fm "% we have I, J(1, &) F (),
but clearly (the right-hand side premises and dPLIL) for every I € ¥ and

every § € Fm [*"% we have that

LJ(,6),1(w,6) 0.

Thus, again by the dPLIL I', J (¢, §) &= ¢, therefore the left-hand side premise
and the dPLIL give I, J(¢,£) F ¢ and consequently I',.J(¢,§) is an anti-
theorem. The other direction follows immediately from the meta-rule by

taking ¢ = ¢. O
Here are some non-trivial examples:

Example 6.48. From the previous proposition we can easily infer that clas-
sical logic CL is the only superintuitionistic logic with dPLIL and it has the
expected form

I‘,—mpl_CLm <— I'FcL .

Example 6.49 ([82, §6]). In the k-valued Lukasiewicz logic L., we have
I-p"F, 0 <= Tk

Example 6.50. Another interesting example of both GIL and dGIL arises in
extensions of the logic of left-continuous t-norms, MTL [43, 62], expanded
with the Monteiro-Baaz connective A. These extensions are denoted as L s
(see [21, Section 2.2.1]). It is easy to prove that they satisfy

Iekd < TI'F-Ap, and

I'-=ApkFl) < TI'kFe.
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Example 6.51. Using a simple semantical argument we can show that the
infinitary Fukasiewicz logic L, has the dLIL in the following form

[‘7_,90” I—Loo(bforallnew <~ Fl_Loo ©.
Thus, it has dLIL for ¥ (p) = {{-p"} | n € w}.

Of course, by the last proposition, all the dual inconsistency lemmas can
be formulated as the law of excluded middle; for example:

Example 6.52. The infinitary Lukasiewicz has the LEM in the form

by, ¥ I =" by ¢ forevery n € w
'\~ Y '

Note that the same is true for its finitary companion £ when we restrict
ourselves to finite I's.

Next we will see that having inconsistency lemma and its dual is a
stronger condition than having deduction theorem.

Proposition 6.53. Suppose L has the dPLIL and the GIL (resp. LIL) w.r.t. {¥; }icw
such that all sets in Wy are finite. Then, it has the GDDT (resp. LDDT).

Proof. We prove only the more general case of LIL. Recall that by Proposi-
tion 6.45 L has dLIL w.r.t. ¥,,.

F=A{f:" — Uu'/n]f(I) € Y1141 forevery I € U1}

new

We define the family ¥ C P(F'm,(p,q)) to contain a set I; for every f € F
defined as the union of sets

F) (P, x(@)1, -, x(@)n),

where I = {x(¢)1,....x(q)»} and f(I) € ¥p41.
We show that ¥ is a deduction set. Suppose I, F 1, then by the

LIL for every I € ¥; we have I',¢,I(¢)) F (. Thus, again by the LIL,
for every I = {¥(q)1,...,%(q)n}, there is f(I) € W,y such that I
F) (e, x1 (), - - s xn(1)). Therefore I' - If(@) V).

For the other direction, suppose I" - I¢(¢, ) for some f € F. We obtain
for every I € ¥, that I', ¢, I() - (. Thus, dLIL implies that I, ¢ I 1. O
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Note that the previous proof was constructive whereas for the PLIL we
obtain only an existential proof:

Proposition 6.54. Let L be a logic with the dPLIL and with an inconsistency se-
quence {W, }new, where all sets in Wy are finite. Then, L is protoalgebraic (or equiv-
alently has the PLDDT).

Proof. We prove that L has a protoimplication set. Since every logic satis-
fies p I p for every {x(¢,7)1,-..,x(¢;7)n} = I(q,7) € ¥1 and every tuple

of formulas ¢ PLIL implies p, I(p,d) F 0, thus for every such I, again by

PLIL , we have - J(p,x(q,0)1,---,x(q,)n, &), for some tuple of formulas
¢. Define I' as an union of all sets .J(p, x(q,9)1, ..., X(q,6)n, &) obtained this
way. Let o be a substitution sending p to p and every other variable to ¢ and
define = (p, q¢) = o[I']. By structurality - =(p, p). From the definition of I"
and the PLIL , it follows that for every I € ¥ and every § it is the case

that p, I, I(¢q,9) + 0, thus by dPLIL, we have p,I" F g. One application of
structurality thus concludes the proof that = satisfies modus ponens. [

In fact the constructive aspect of Proposition 6.53 can be useful to discover
new deduction theorems, e.g. it allowed us to describe the LDDT for L,
which as far as we known is the only deduction-detachment theorem to
be found in the literature where the validity of I',¢ kg 1 is necessarily
witnessed by infinitely-many inferences from I'.

Theorem 6.55. The infinitary Lukasiewicz logic Lo enjoys the LDDT in the form

Ik, v <= Tk, f(n)(p — ") forsome f:w — w
and every n € w.

That is, it enjoys the LDDT with a family of DD sets ¥(p, q) containing a set of
formulas It = {f(n)(p = q") | n € w} forevery f: w — w.

Proof. By the example 6.30 we known that it has the LIL w.r.t.
Un={=(p1&...&pn)* [k €w}

and by the example 6.51 it has dLIL. Thus, Proposition 6.53 implies that it
has the LDDT with ¥ containing

It ={-(p& ﬂq")f(”) | n € w} forevery f:w — w.

But in o, the formula —(p & —¢")/("™ is equivalent to f(n)(p — ¢"), which
we deem more suitable for the formulation of the theorem because of its
implicational form. O
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Theorem 6.56. The infinitary Lukasiewicz logic Lo, does not enjoy the LDDT
with respect to any family of finite sets.

Proof. Suppose that L, enjoys the LDDT with respect to some family of
finite sets ¥(p, ¢). We first show that this implies that L., also enjoys the
same LDDT as the finitary Lukasiewicz logic £, i.e. the LDDT with respect
to {{p" - a} | n € w}.

Clearly, I' kg ¢ — o implies I', ¢ g 9 (because ¢, ¢™). Now
suppose that I, Fp 9. Then, I' by I(p,v) for some I € ¥(p,q) by the
LDDT. But ¢, I(p,v) Fi_ 1 again by the LDDT, therefore ¢, I(p, %) Fg 9
by the finiteness of I. The LDDT for finitary Lukasiewicz logic then implies
that 7(¢,¢) Fr ¢™ — 1 for some n € w, hence I(p, ) F_ ¢ — 1 and thus
also I' kg o™ — 9.

It remains to find a counterexample witnessing that L., does not enjoy
the LDDT with respect to the family of singletons {{p" — ¢} | n € w}. Let

I'= {piﬂ — (@ < qiv1),~q0 — Qf | i€ w}

Observe that I',p . qo, since p, I" . qi <> ¢i+1 for each i € w and it is
easy to check that {—~¢ — ¢" | n € w} ke .

Now take an arbitrary n € w. We prove that I" ¥y __ p™ — ¢o. Given some
e € (0,1), let us define a valuation v such that

5
n+1’

v(¢;) = min <1, 1—e+

v(p) =1

1+2+4+i >
—8
n+1

ne

In particular, v(p") = 1 — 25 £ 1 — ¢ = v(qo), hence v(p" — ¢) < 1.
Moreover, v(gi11) — v(g;) < £5e = 1 — v(p'*!). It follows that v(p'*!) <
v(gi < qiv1) and v(p"™! — (¢ <> ¢iy1)) = 1. Finally, notice that v(g;) < 1
only when1 42+ --- +4 = w < n, ie. only when ¢ < v/2n. But then
v(qf) > 1—ie > 1— v2ne. If we now choose ¢ so that ¢ < 1 — v/2ne, e.g.
£ = ﬁ, we have v(—qy) = ¢ < 1 —2ne < v(q}) for each i € w, i.e.

v(—go — ¢!) = 1. The valuation v therefore validates each formula in I" but
not p" — qp. ]

We know that inconsistency lemma together with its dual imply the
deduction-detachment theorem. The converse is not true in general ( every
superintuitionistic logic besides classical is an example—see Example 6.48),
although every logic with deduction-detachment theorem enjoys inconsis-
tency lemma (provided it has an antitheorem):
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Proposition 6.57. Every logic L with an antitheorem and the PLDDT (resp.
LDDT, GDDT) has the PLIL (resp. LIL, GIL). In the case of PLDDT assume
L has a family of DD sets ¥ with |¥| < |Var|.

Proof. We show how to build an inconsistency sequence out of DDT and
an antitheorem. Let A(p) be an antitheorem in variable p. Let ¥(p, ¢, 7) be a
family of DD sets for L. Note that the additional assumption allows us to
assume that every I # J € ¥ are written in disjoint sets of parameters. For
f+ A— Wdefine Ir(p,7) = Upeu f(@)(p, o, 7). And put

12} :{If C Fmg ’ f: A—)W}
Now we show that ¥; behaves as desired

ek < ek Alp)
< forevery a € A(p) thereis some I, € ¥ and § € FmZ”‘
such that I' - I, (o, a(y), 6)

< I'FI(p,€)forsomel € ¥ and € € FmZ‘"‘:.

Analogously we can define all ¥, capitalizing on the fact that we can in-
ductively extend the deduction-detachment theorem to operate on tuples of
formulas instead of just on a single one. O

The next theorem and the following results explain the connection of the
dual inconsistency lemma (resp. the law of excluded middle) to simple the-
ories:

Theorem 6.58. For every protonegational logic L with an antitheorem, the
following are equivalent:

(i) L has the LEM and the MCP.
(ii) L has the dPLIL and the MCP.
(iii) L has the SEP.

Proof. (i)« (ii): Proposition 6.47.

(ii)—(iii): Suppose T ¥, ¢ by the dual PLIL there is I(p,7) € ¥ and § €
FmZar‘ such that T, I(p, ) ¥1, (). From the MCP it follows that T, I(y, )
extends to a simple theory S. Moreover S cannot contain the formula ¢—
otherwise S would be inconsistent, because I (¢, ) C S.

(iii))—(ii): Define ¥ = {T' € ThL | p, T by, 0}. The right-to-left direction of
the definition of dPLIL holds by structurality. For the other one assume I" ¥,
¢ then by the SEP there is a simple theory S extending I" not containing

¢. Let o be a surjective substitution sending variable p to ¢. From S, ¢ Fr,
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0 it follows that c=1[S],p F 0 (Theorem 6.9 point (iv)), thus o~1[S] € ¥
and because o[c~1[S]] = S we obtain I',o[c~![S]] ¥L (), which is what we
wanted. Moreover, it should be clear that the SEP implies the MCP. O

Note that in Theorem 5.12 we proved the Lindenbaum lemma for count-
ably axiomatizable logics with disjunction (i.e. these properties entail the
PEP and the IPEP). The previous theorem, on the other hand, postulates
some conditions for a logic to have a stronger extension property, the SEP
(and consequently the CIPEP—cf. Proposition 6.24). Thus, we can view this
result as another form of the Lindenbaum lemma that goes beyond finitary
logics. Interestingly, considering again the assumption of countable axiom-
atization and finite antitheorem we can avoid the assumption of the MCP
(the argument is analogous to the one of Theorem 5.12) and obtain an even
stronger formulation of the Lindenbaum lemma:

Theorem 6.59. Let L be countably axiomatizable logic with a finite antitheorem,
and the dPLIL. Then, L enjoys the SEP.

Proof. We first prove that L enjoys the MCP. Let ¥ be a family witnessing the
dPLIL and suppose I' ¥ ¢. We again enumerate all the rules in the axiomatic
systems as A; > ¢; and define a growing chain of sets of formulas I such
that I'; ¥ (). We put Iy = Thy,(I") and for the induction step we define:

o Iy = I;U{p;} provided I3, ¢; ¥ 0.

e On the other hand, if I}, ¢; - 0, then for some A\ € A; we obtain that
I'; ¥ X (because by the induction assumption I’; ¥ ()). Then, by the dPLIL
there is some I € ¥ and some 0 € FmZa“ such that I'; U I (), §) is not an
antitheorem. We set I;11 = I; U I(), 6).

To prove that | J I is indeed a simple theory is almost the same as in Theo-
rem 5.12. We believe the reader can carry out the details.

We conclude the proof observing that the assumption of protonegationality
is not necessary in (ii)—(iii) in the previous theorem. O

Lemma 6.60. Let L be a compact protonegational with a small type. Then, dLIL
transfers to all algebras. That is, if the family ¥ witnesses dLIL and A is an algebra,
then for every X U {a} C A:

for every I(p) € ¥ we have Fil* (X UT?(a)) = A <= a € Fif}(X).

Proof. By the standard method (cf. Proposition 2.24), we obtain that the dLIL
transfers to all natural extensions: we leave the details as an exercise for the
reader. We only note that we essentially used the fact that L is compact and
has a small type, which implies:
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e L and has enough variables.
e We can assume that ¥ is a family of finite sets.
o |U| < |Vargl.

Let « be a suitable cardinal such that we have a surjective h: Fm, (k) - A.
The right-to-left direction follows e.g. from the trivial filter generation result
(Proposition 6.11), because I(p) U {p} is an antitheorem.

For the other direction assume a ¢ Fif}(X) and pick an arbitrary
¢ € Fmg(x) such that h(¢) = a. Then, T := h~'[Fif*(X)] is an L*-theory
such that ¢ ¢ T'. Thus, for some I € ¥, we have T, I(¢) ¥1 0. Then, since
L is compact, also L” is compact (Proposition 2.24), and consequently L"
has the MCP (Proposition 6.4). Therefore, there is a simple L"-theory S con-
taining 7" U I(y). Finally, since by Lemma 6.18 we know that L* is proto-
negational, we can use the second characterization point of Theorem 6.9 to
obtain that h[S] is a simple filter (thus non-trivial) containing X and I4(a).
In particular, Fif* (X U I(a, b)) # A, as we wanted. O

Theorem 6.61. Every compact protonegational logic L with a small type and the
dLIL has T-SEP. In particular, it is semisimple.

Proof. Since L has 7-MCP (Corollary 6.14) and the dLIL transfers by the pre-
vious lemma, the result can be obtained by a straightforward modification
of (ii)—(iii) of Theorem 6.58. The last claim is due to Proposition 6.25. O

Observe that the theorem presents another way to show that L., enjoys
the 7-CIPEP (clearly 7-SEP is a stronger condition—cf. Proposition 6.24).
However, this time we obtain an even stronger representation result: £, is
semisimple, i.e.

Mod™* Lo, = Psp(Modjy,, Lo).

Proposition 6.62. Completely intersection-prime L-theories are simple, whenever
L enjoys the dPLIL.

Proof. If T is completely intersection-prime then some formula ¢ saturates
it. By dPLIL the set T'U I (i, d) is not an antitheorem for some I € ¥ and
some tuple of formulas 5. Thus, by saturation, it must be that (¢, 5) CT
(otherwise the union would prove ¢ and thus could not be consistent).
Consequently, for every v not in 7" we conclude that ¢, T" proves both ¢

and also I(¢p, 0) and consequently is not consistent by the dPLIL. O

Observe that from the previous proposition, combined with Proposi-
tion 6.24, characterization for LEM (Proposition 6.47), and Theorem 6.58
we know that, in protonegational logics with an antitheorem, the following
equivalence holds:
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SEP <« CIPEP + LEM.

Moreover, if L has a small type, we obtain an even stronger result:

Proposition 6.63. Suppose that L is a protonegational logic with an antitheorem
and a small type. Then, it enjoys

7-SEP < r-CIPEP + LEM.

Proof. The left-to-right direction should be obvious: indeed, L enjoys the
7-CIPEP because every simple filter is completely intersection-prime
(Proposition 6.24) and the LEM is due to Theorem 6.58. For the converse
direction, use the previous proposition and the fact that the property proved
therein transfers to all algebras (Theorem 6.23). O

In case of finitary logics (which always enjoy the 7-CIPEP—see Proposi-
tion 3.3), we obtain the main connection between the LEM (resp. dPLIL) and
semisimplicity.

Corollary 6.64. For every finitary protonegational logic L with an antitheorem and
a small type the following are equivalent:

(i) L enjoys the LEM(resp. the dPLIL).
(ii) L is semisimple.

Proof. Recall that the 7-SEP is in our setting equivalent to semisimplicity by
Proposition 6.25. Note that the prerequisites of the proposition are satisfied:
indeed, finitary logics with an antitheorem are compact (Proposition 2.14)
and compact logics enjoy the 7-MCP (Proposition 6.4). Moreover, L is fully
protonegational by Theorem 6.19. O

Finally, we will prove the main characterization results for logics which
enjoy both the global (resp. local) and a dual inconsistency lemma. Again,
the global version can be found in a different form in [82, Theorem 4.3].

Theorem 6.65. For every compact protonegational logic L with a small type® the
following are equivalent:

(1) L has the LIL and the dPLIL.
(ii) L has the LIL and the dLIL.
(iii) L has the SFEP and the SEP.
(iv) L has the SFEP and the 7-SEP.
(v) L has the FEP and the 7-SEP.
(vi) L has the LDDT and the SEP.

Moreover, we can replace everywhere ‘has the T-SEP’ by “is semisimple’.

® Instead of a small type we can assume that the logic has enough variables and a | Var |-
small protonegation.
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Proof. The equivalence between points (i), (ii), and (iii) can be established
using Proposition 6.45 and Theorems 6.35 and 6.58 (recall that the MCP is a
consequence of compactness—Proposition 6.4).

(iii)—(iv): Suppose (A, F) € Mod L is given and a ¢ F. Let (B, G) be the
submatrix of (A,F) generated by a. Since there is a surjective
homomorphism from F'm ¢ to B, we can use the weak correspondence the-
orem of protonegational logics and the dLIL to obtain some I(p) € ¥; such
that I2(a) U G is contained in H € MaxFiy, B. Then, the SFEP implies
that there is ¥ C H' € Fip, A such that H = H' N B. By the 7-MCP (see
Corollary 6.14) we can extend H' to H"” € MaxFij, A. Finally, observe that
necessarily a ¢ H” since a, I (a) is an inconsistent set.

(iv)—(v): Let (B,G) < (A, F). We want to prove the FEP, but observe
that we already know that the FEP is true restricted to some basis of Fir, B.
In such a situation, the FEP always follows: suppose we are given H 2 G,
then we can express H using the basis of Fij, B as H = (| H;. Consequently,
the restricted FEP gives F C H! € Fiy, A such that H; = H] N B and, thus,
clearly H = (H; N B.

(v)—(vi): It is well known that the FEP is equivalent to LDDT—see [34].
Although the resultis actually proved only for finitary logics, still inspecting
the proof we can observe that the assumption of finitarity is not needed in
the direction we are interested in.

(vi)—(i): Proposition 6.57 and Theorem 6.58.

The final claim is due to Proposition 6.25 (L is fully protonegational due
to Theorem 6.19). O

Example 6.66. The infinitary Lukasiewicz logic L. satisfies the assumptions
of the theorem. Moreover, we already know that it has the LIL (Exam-
ple 6.30) and dLIL (Example 6.51), thus by the theorem it has the filter exten-
sion property. Note that, since the logic is infinitary, we could not simply use
the results in [34] (the restriction on finitarity for the equivalence between
LDDT and FEP seems unavoidable in the proof presented therein) to obtain
the result even though we know that £, has the LDDT (Theorem 6.55).

We say that a dually pseudo-complemented join semilattice S = (S, Vv, 0)
with a least element 0 is a Boolean lattice if a™* = a for every a € S. In
particular, S is a Boolean algebra with a A b = (a* Vv b*)*.

In the proof of the theorem we will use the next lemma, which basically
asserts that dGIL can be reformulated as a generalized form of involution (in
classical logic we have ¢ ¢, =—¢). Since the lemma has a straightforward
simple proof, we have decided to omit it:
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Lemma 6.67. Suppose L enjoys the global inconsistency lemma with a
sequence {¥,, }new. Then, the following are equivalent:

(i) L enjoy the dGIL w.r.t. ¥;.
(ii) For every tuple of formulas ¢, . .., @, we have

P1y---3,Pn _“_L !p|y7n‘g/n(@13 sy Pny

where we write Yy, |\ Un(p1, ..., ¢n) as a shortcut for Wy, (Y1, ..., Yw,|) with
{1/)17 o 7¢|lpn|} - Wn(@h sy Spn)

We remark that to obtain the equivalence it is enough in point (ii) to con-
sider just the tuples of length 1.

Theorem 6.68. For every compact protonegational logic L with a small type,” the
following are equivalent:

(1) L has the GIL and the dPLIL.
(ii) L has the GIL and the dGIL.
(iii) L has the SEP and the join semilattice of finitely generated L-theories is
dually pseudo-complemented.
(iv) L has the T-SEP and for every algebra A, the join semilattice of finitely
generated L-filters is dually pseudo-complemented.
(v) For every algebra A, the join semilattice of finitely generated L-filters is a
Boolean lattice.
(vi) L has the GDDT and the T-SEP.
(vii) L has the GDDT and the SEP.

Again, we can replace everywhere ‘has the T-SEP’ by ‘is semisimple’.

Proof. To establish the equivalence of all points beside (v) use the more
general characterization result for LIL+dLIL and its proof (Theorem 6.35)
and the characterization of GIL (Theorem 6.42).

(ii)¢<+(v) Using the characterization for the GIL (Theorem 6.42), we know
that both (ii) and (v) imply that there is an inconsistency sequence {¥, }c.
for L and that the join semilattice of finitely genereated L-filters on every
algebra A is dually pseudo-complemented. Moreover, by the proof of the
theorem, we know that

Fi*({a1,...,a,})" = Fif* Wn(a1, ..., an)).

7 Instead of a small type we can assume that the logic has enough variables and a | Var |-
small protonegation.
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In particular,
Fif*({a1,...,an})™ = Fif* @y, | Tn(as, - . ., an)). (6.6)
Thus, we can obtain the result by the following chain of reasoning;:

On every A, the join semilattice of finitely genereated L-filters is Boolean
—  Fif*({a1,...,a,})™ = Fif*({a1,...,a,}) on every algebra A
= P10 AL Vg, (et - 0n)
<= L enjoys the dual global inconsistency lemma.

The first equivalence is the definition of Boolean lattice. The second one is
due to (6.6) (for the top to bottom direction take A = F'm). The last one
follows by the previous lemma. O

6.3 Antistructural completeness

In this section we shall introduce and investigative the notion of anti-
structurally complete logics, which as we will see is strongly connected to
the theory developed above. As we will explain, it a is a natural dual notion
to the well-known and extensively studied notion of structurally complete
logics, which was introduced by Pogorzelski in [76] and from many points
of view studied e.g. in [2, 77, 85].

A consecution I' > ¢ is called an admissible rule in logic L if for ev-
ery substitution o it is the case that whenever o uniforms I, i.e. -, o[I],
it also uniforms ¢, i.e. F1, o(p). A logic L is called structurally complete if
every admissible rule is derivable in 1.8 Equivalently, L is structurally com-
plete if each of its proper extensions admits a new theorem. A logic L' is
the structural completion of L if it is the weakest extension of L, which is
structurally complete, or, equivalently, if it is its strongest extension with the
same theorems. The structural completion of L can either be defined syntac-
tically as the collection of all admissible rules or semantically as the logic of
the matrix (Fmg,T), where T is the smallest L-theory (i.e. T' = Thy,(0)).

We claim that the notion of antistructural completeness is a natural dual
counterpart to structural completeness, because antistructurally complete
logics have the following properties:

8 Note that in the definition of structural completeness one is usually only interested in ad-
missible consecutions with I finite, which ensures that the structural completion of finitary
logic remains finitary. In our presentation, we are going to be more general.
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e Every of its proper extensions admits a new antitheorem.
e They can be characterized by means of antiadmissible rules.

Moreover, the antistructural completion of a logic is:

o the strongest extension with the same antitheorems.
o the logic axiomatized by antiadmissible rules.
e defined by means of matrices (Fmg,T), where T' € MaxTh L.

Definition 6.69. The antistructural completion of L, we denote it oL, is the
logic semantically given by the class of all matrices (Fm,,T), where T is
simple L-theory. Moreover, L is antistructurally complete if oL, = L or equiva-
lently if it is complete w.r.t. the class of all models (F'm,T) with T" simple.

Observe that unfolding the definition we obtain that I" k.7 ¢ if and only
if for every substitution o and every simple L-theory T' whenever o[I'] C
T then o(¢) € T. For the same reason as in the case of protonegational
logics, we need to assume at least the MCP to secure the desired behavior
of antistructural completions.

Example 6.70. If L is an superintuitionistic logic, then al. = CL: Indeed, it
follows from the fact that L and CL have the same simple theories and that
CL is complete w.r.t. them.

Proposition 6.71. If L has the MCP, then oL is the strongest extension of L with
the same simple theories as L. Consequently, oL is antistructurally complete and
has the MCP.

Proof. Clearly L < aL, we show that they share simple theories: if T is
simple in L, then by definition it is an aL-theory and, since L < al, it is
simple. On the other hand, any simple theory of aL is also an L-theory and
by the MCP it must be simple. It is the strongest: if I" .1, ¢ then, by the
definition of aL, there is a simple theory T" and a substitution ¢ such that
olI'} € T and o(p) ¢ T. Thus, if we extend aL by I' > ¢, then T will no
longer be an aL-theory. O

Corollary 6.72. If L has the MCP, then aLL is its strongest extension with the same
antitheorems.

Proof. Using previous propositions it is easy to see that they have the same
antitheorems. Moreover, after extending aL. by some rule, we know that
some simple aL-theory T is no longer a theory of the new logic, i.e. T is a
new antitheorem. O
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Corollary 6.73. If L has the MCP, then L has an inconsistency sequence {¥p, }new
if and only if aL does.

Corollary 6.74. If L has the MCP then it is k-compact iff aL is.

On the other hand, note that aL of finitary logic can be infinitary—see
Example 6.82. In the next example we will see that indeed without MCP the
previous statements need not hold.

Example 6.75. The truth-degrees-preserving Godel logic with constants G
defined in Subsection 5.1.1 does not have the MCP: indeed, by Proposi-
tion 5.6, G§ has no RSI models. In particular, it has no simple theories. Con-
sequently, aG§ is the trivial logic. Thus, aG§ is compact and every set of
formulas is an antitheorem, both these properties fail in G§.

Definition 6.76. We say I" > ¢ is an antiadmissible rule in L, if for every A C
Fm and every substitution o we have

o(p),ArL 0 = o[l],Aty 0.

The next proposition characterizes, in case of logics with MCP, anti-
structural completions via antiadmissible rules.

Proposition 6.77. If L has the MCP, then: I' o1, ¢ if and only if I' > ¢ is
antiadmissible in L.

Proof. Straightforward. O

Interestingly enough, in many cases we can drop the quantification over
substitutions in the definition of antiadmissible rules:

Definition 6.78. We say I" > ¢ is a simply antiadmissible rule in L, if for every
A C Fm, we have

gO,Al—L@ — F,Al—L@.

Trivially, every antiadmissible rule is simply antiadmissible. Note that
both concepts coincide if simply antiadmissible rules are closed under substi-
tution. We show that this the case at least for logics with definable simple
theories:
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Proposition 6.79. In every logic L with definable simple theories and the MCP,
simply antiadmissible rules and antiadmissible rules coincide.

Proof. Let I' > ¢ be a simply antiadmissible rule and o a substitution. It is
enough to show that also ¢[I'] > o(y) is simply antiadmissible. Let A C
Fm. Then, for every simply theory T" extending A we have

o(p),AFD <= o(p), THD
— @, o T+
— Lo '[T)|F0
= o[, T+,

where the second equivalence is due to the fact the preimages of simple
theories are simple (Theorem 6.40). Consequently, if o(¢), A F (), then also
o[I'], A F 0, because otherwise, by the MCP, there would be a simple theory
T extending A such that o[I'], T ¥ (), which by the previous reasoning is not
possible. O

Recall that we have the following chain of conditions:

LIL or dLIL = definability of simple theories
= closure of simply antiadmissible rules
under substitutions.

It is an open question whether the implications are proper or not. We will
see that logics with some of these properties will have a particularly nicely
behaving antistructural completions. First, let us describe the connection be-
tween simply antiadmissible rules and the simple extension property (SEP).

Proposition 6.80. For every logic L with the MCP, the following are equivalent:

(i) I' by, wifand only if I' > ¢ is simply antiadmissible.
(ii) L enjoys the SEP.

Proof. (i)—(ii): If I" ¥ ¢ then there is A C Fm, such that ¢, A - () and
I', A ¥ (. Use MCP to obtain simple theory T  extending I" U A, then clearly
T extends I"and ¢ ¢ T.

(ii)—(@): It is easy to prove that for every logic the left-to-right direction
of (i) holds. Conversely, assume I" ¥ ¢ then there is simple theory 7" such
that I' C T ¥ ¢. Consequently, T, - O but I', T ¥ () (because I" C T')—thus
I' > ¢ is not simply antiadmissible. O

We are now ready to summarize the main properties of antistructural
completions based on the properties of L:
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Theorem 6.81. Suppose that L has the MCP and an antitheorem. Moreover,
assume that its simply antiadmissible rules are closed under substitutions. Then,
aLL has the following properties:

(i) It has the SEP.
(i) I'Foar. ¢ <= T by, @ forevery simple L-theory T O I

Moreover, if L is protonegational then:

(iii) It has the dPLIL.
(iv) It is protoalgebraic.

Finally, if additionally L is compact, has simple theories definable by ¥, and has a
small type, then:

(v) It has the dLIL w.r.t. &.
(vi) It has T-SEP and hence is semisimple.
(vil) L and oL have the same simple models, i.e. Modniax L = Modax oL

(viii) oL = FModya L = FMods,, L-

Proof. (i): Since aL is the logic of antiadmissible rules (Proposition 6.77)
and these, by the assumption, coincide with simple antiadmissible ones, we
obtain the result by Proposition 6.80.

(ii): The direction from left to right follows straight from the definition
of aL (consider the identity substitution). For the other direction use point
(i) and the fact that the two logics have the same simple theories (Proposi-
tion 6.71).

(iii): Theorem 6.58.

(iv): Let =(p, ¢, 7) be a parametrized protonegation of L. Then, clearly,
Fa1, p = p and, by the point (ii), p,p = ¢ Fa1, ¢. Therefore, we can obtain a
protoimplication for aL. from = simply by substituting ¢ for the variables 7.

Or, alternatively, we could use point (i) to show that £2 is monotone:
suppose T' C S, then, by (i), S = ()S;, where all S; are simple. Proto-
negationality implies £27" C §25;. Hence £27 C () §25; C £2()S; = 125.

(v): Firstly, if I" -1, ¢, then I' U {I()} is an antitheorem (an easy conse-
quence of the definability and the MCP). Conversely, if I" ¥1, ¢, then by the
SEP there is a simple theory 7" extending I" and not containing ¢. By the
definability there is I € ¥ such that I(y) C T'. In particular, I"'U{I(¢)} is not
an antitheorem, which is what we wanted.

(vi): Theorem 6.61.

(vii): Suppose we are given (A, F)) € Modax L, since aLL has fewer mod-
els (it is an extension), if F'is a aL-filter it must be simple. So let us check it is
indeed an aL-filter: suppose I" 41, ¢ and h[I'] C F for some A-evaluation
h. Since L has definable simple theories, ' C Fm ¢, the preimage of F' over
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h, is a simple L-theory extending I" (see Theorem 6.40). Therefore by point
(ii) we obtain 7" -1, ¢ and since h[T] C F' we conclude h(y) € F.

On the other hand, if (A, F) € Mody.x aL, then obviously F is an L-
filter and it must be simple: otherwise it can be extended to a simple one
(consequence of the 7-SEP) and, by the already proved direction, it would
also be a simple filter of aL. extending F'—contradiction.

(viii): If I" o1, ¢, then I' fniody,,, 1. ¢ by the definition of aL. Conversely,
there is (A, F) € Modyax L and an evaluation h such that 2[I] C F and
h(y¢) ¢ F.Then, as in the previous point, h~![F] is a simple theory extending
I' and not containing ¢. Therefore point (ii) concludes the proof.

Finally, since reductions of simple models are simple and since they
define the same logic, we have Enody., L = FMod;,,, L- O

Example 6.82. The antistructural completion of the basic fuzzy BL is the in-
finitary Lukasiewicz logic Lo.: note that BL clearly satisfies the assumptions
of the previous theorem (it is compact by Proposition 2.14). Thus, we can
argue using point (viii) of the theorem: indeed, since every simple BL-
algebra is up to isomorphism a subalgebra of the standard MV-algebra
[0, 1], (see e.g. [11]) we obtain

Modj;, BL = {(A, {1}) | A is embeddable into [0, 13 }.

Clearly, the logic of this class is L. Also, since BL < £ < L, we obtain
that ok = L. Consequently, using points (vi) and (vii) of the theorem, we
can easily prove:

Alg*L = {A | Ais asemisimple BL-algebra (resp. MV-algebra)} (6.7)

Observe that the previous example shows that the antistructural comple-
tion of a finitary logic need not be finitary. On the other hand, there is a
condition which ensures that the logic we obtain will be finitary.

Proposition 6.83. Suppose L has the MCP and the LIL with an inconsistency
sequence {¥,,}, where every ¥, is a finite family of finite sets. Then, oL is finitary
whenever L is.

Proof. Suppose I' 41, . Then, for every I € ¥, we obtain I', I(¢) Fqar, 0
(point (iii) of Theorem 6.81) and, since both logics have the same anti-
theorems, also I, I(p) b, 0. Then, by the LIL, there is some J € ¥y such
that I" Fr, J(¢) where 1) = I(p). The collection of all J(v)) we obtained this
way is, by the assumption, finite. Thus, by finitarity, we can find finite sub-
set I of I" that proves all of them and, since we can go the same way back,
we obtain that I’ .1, . O
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Finally, we shall now give a particular answer to the question whether
protonegational logics always has a protonegation without parameters: at
least we know that under some natural conditions it is always the case.

Theorem 6.84. Suppose L is protonegational and = (p,q,r) is a parametrized
protonegation. If aL enjoys the SEP and o is a substitution fixing p, q, then also

- _ - Vi
olp = gl = {ole(p. ¢, %) | ¢(p,q,7) € = and x € Fm "<}
is a parametrized protonegation in L. In particular, L has a protonegation.

Proof. Denote ='(p, q,7) = o[p = q]. Structurality implies it is reflexive. For
modus ponens we can use the characterization point (ii) of Theorem 6.81: the
proof is the same as (i)—(ii). Thus, it is enough to verify that ¢, ¢ =’ ¥ k41,
1. Let o’ be substitution sending p, ¢ to ¢, and every other variable to
itself. Then, again by (ii) we know that p, p = ¢ Fa1, ¢, hence by structurality
p,0' oo[p = ¢q| Far ¢, butclearly o’ o o[p = ¢ Cp='¢q. O

Corollary 6.85. If L is protonegational with an antitheorem and the MCP, then
any of the following properties ensures that it has a protonegation:

o Simply antiadmissible rules of L are closed under substitutions.
o Simple theories are definable in L.
o L enjoys the LIL or the dLIL.

Proof. The first point follows from Theorem 6.81 and Theorem 6.84. Each of
the remaining properties implies the first one (cf. Proposition 6.79). O

Theorem 6.81 shows that aL often has rather strong properties. In the next
example we show the preconditions on the theorem are necessary. To prove
this claim, we utilize the previous theorem.

Example 6.86. First, we show that aFL,, does not enjoy the SEP. Recall the
inconsistency sequence of FL,, defined in Example 6.31. We will denote the
elements of ¥; as 7(p). We start by showing that

=(p,¢,7) = {=[ur(p) & ~pr ()] | pr(p) € 1}

is a parametrized protonegation in FLy,. It is easy to see that = is reflexive.
For modus ponens assume that T' = ¢, = 1, where T is simple. Then, if
T ¥ 1, we obtain (by the PLIL ) that 7' - —ujz(¢) for some p= € ¥; and
some ¢ € Fmg‘"‘. However, since T F ¢, we obtain that 7't uz(¢). Hence
T F pz(y) & —p5(yp)—contradiction with the fact that 7" is consistent and

THp=q.
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Let o be the substitution sending ¢ to ¢ and all the remaining variables to
p. We show that == o[p = ¢| is not a protonegation, which, by the previous
theorem, implies that aFL,, does not enjoy the SEP. Let e be a surjective
evaluation on the FL-algebra A from Example 6.41 such that e(p) = 1 and
e(q) = a. Let us show that 1 =/ a C {1}: observe that

1= a ={=[ui(1) & ~pi(a)] | pr(p) € ¥1}
={—wi(a)] | ur(p) € ¥1}

It is easy to see that pi(a) is equal to either 1 or a: note that the iterated
conjugates in  has as parameters formulas in one variable p, which is eval-
uated to 1, hence every parameter has either value 1 or 0. Moreover, {1,a,0}
is a Heyting algebra which simplifies the computation and implies that
——ui(a) = 1. Finally, since {1} € MaxFipr,, A and o is surjective, we obtain
T = o7 1[{1}] € MaxThFLy and T I p,p =’ ¢ but T ¥ ¢. Thus, =’ isnot a
protonegation in FL,.

Consequently, aFL,, is not semisimple: because, if it was, then by Proposi-
tion 6.25 it would have the SEP. Note that every protoalgebraic logic is fully
protonegational and that compactness is preserved under antistructural
completions and it implies the 7-MCP (Corollary 6.14).

Also, as a consequence of Theorem 6.58, we obtain that aFLy, does not
enjoy the dPLIL.

Finally, we are ready to conclude the general presentation of antistructurally
complete logics by providing a characterization result:

Theorem 6.87. For every compact protonegational logic L with definable simple
theories and a small type, the following are equivalent:

(i) L is antistructurally complete.
(ii) Simple antiadmissible rules are provable in L.
(iii) L enjoys the dPLIL or, equivalently, the LEM.
(iv) L enjoys the dLIL.
(v) L is semisimple.
(vi) L is complete w.r.t. its simple models: L = Fnjoay,, 1-
(vil) L is complete w.r.t. a subclass of simple models, i.e. there is K C Modj;,, L
such that L = k.

Proof. (i)—(ii): Antistructurally complete logics are characterized by means
of antiadmissible rules (Proposition 6.77) and in L these are precisely the
simply antiadmissible ones (Proposition 6.79).

(ii)—(ii): By Proposition 6.80, we know that L enjoys the SEP.
Consequently, it also enjoys the dPLIL and the LEM (Proposition 6.58).
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(iii)—(iv): Suppose that ¥(p) is a family that defines simple theories. We
show that ¥ witnesses also the dLIL for L. If I" ¥ ¢, then there is a simple
theory 7" not containing ¢ and extending I" (note that L enjoys the SEP by
Proposition 6.58). Thus, by the definability, /(¢) C T for some I € ¥. In
particular, I" U I(¢) is not an antitheorem.

The converse direction follows from the fact that ¢ U I(y) is an anti-
theorem (consequence of the MCP).

(iv)—(v): Theorem 6.61.

(v)—(vi): Soundness is clear. Thus, assume that I" ¥ ¢. Then, there is
(A,F) € Mod* L and an A-evaluation v such that v[I'] C F and v(p) ¢ F.
Moreover, by (v) there is a subdirect representation

e: (A, F) —gp H<A17Fi>7

where all (A;, F;) are simple and reduced. Let 7;: [[(A;, F;) — A, be the ith
projection. Clearly, there must be some i such that mev(y) ¢ F;. However,
since also m;ev[I'] C F;, we are done (the counter model is (A;, F;) and m;ev
is the witnessing A;-evaluation).

(vi)—(vii): Trivial.

(vii)—(i): By Proposition 6.77, it is enough to show that the antiadmissible
rules are provable in L. Contrapositively, assume that I" /¥ ¢. Then, there
is (A, F) € K C Mody;,, L and an evaluation v such that v[I'] C F and
v(p) ¢ F. Then, by point (v) of Theorem 6.40, we obtain that T := v~ 1[F] is
a simple theory of L. Moreover, ¢ ¢ T. Hence ¢, T (. On the other hand,
since I' C T, we get I, T ¥ (). That is, I' > ¢ is not antiadmissible in L. O

The characterization via semisimplicity can be used to provide examples
of antistructurally complete logics: every finitary algebraizable logic with a
semisimple variety as an equivalent algebraic semantics is antistructurally
complete (provided the definability condition is met):

o In [64] it was proved that a global modal logic [10] is semisimple if and
only if it is weakly transitive and cyclic (e.g. the global modal logic S5).
Moreover, weak transitivity implies the GDDT (and hence the definabil-
ity of simple theories).

e In [63] it was proved that an axiomatic extension L of FL,,, is semisimple
if and only if ¢ V -k is a theorem of L for some natural number k (e.g.
the k-valued Lukasiewicz logic). Again these logics enjoys the GDDT.
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6.4 Glivenko-like theorems

In this section, we will present few results to demonstrate that the notions
we investigated in this chapter, namely, the inconsistency lemmas and anti-
structural completions, can be useful in the study of Glivenko-like theo-
rems [4, 14, 15, 16, 17, 54, 55].
We say that a logic L is Glivenko-equivalent to L if for every set of formulas
I'U {p} we have
Iy, T = I by @.

Next theorem provides a full characterization of when a given subclassical’
substructural logic (in our sense an extension of SL) is Glivenko-equivalent
to classical logic.

Theorem 6.88. Let L be a finitary subclassical extension of SL. Then the following
are equivalent:

(i) L is Glivenko-equivalent to classical logic: i.e. for every I' U {¢} C Fmsgc
't 7= <= I'ltcL .
(ii) L “almost” has the inconsistency lemma: i.e.
FpFL0 <= TI'tp -0 (6.8)
and the following rules are provable in L:

(= ) (= = ~=) (A)
(p & ) <>=(p A ). (Conj)

Furthermore, if 0 is an antitheorem in L then both properties imply that oL = CL.

Proof. Recall the properties of substructural logics from Table 2.1 on page 27.
(i)—(i): To verify (A), (Conj), it clearly suffices to prove that

Iy, - e I }_CL . (69)

The left-to-right implication of (6.9) is obvious. For the other one, we can
argue by the following chain:

I by, Y = I Fcr, ~p = Iy, e =

° We say that a logic is subclassical provided it is weaker than classical logic.
10 Note that this property does not necessarily satisfy the definition of IL: it need not be the
case that 0 is an antitheorem.
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Indeed, the right-to-left direction of (6.8) follows by modus ponens. The other
one can be proved as follows:

F»SO}_LG — [‘7()0|_CL6
< FF—CL—!QD
< F"L—!go,

where the first equivalence is the deduction-detachment theorem of CL, and
the second one (6.9).
(ii)—(i): Let L, be the extension of L by the rule 0 - L. It is easy to see that
I' by, 0if and only if I" Fy,, L. Thus, since A is a conjunction, from (6.8) we
obtain
Loy,...;onbr, 0 <= Tk, (@1 A App). (6.10)

We show that aL,, = CL. Since L, is compact (see Proposition 2.14), it has
the MCP (Proposition 6.4), and, because it has the GIL, by Proposition 6.79,
all the preconditions of Theorem 6.81 are met, thus aL, enjoys the dPLIL.
Consequently, since oL, has global inconsistency lemma in the same form
as L, (Corollary 6.73), we obtain by Proposition 6.45 that aL, has dGIL:

I—ptan, 0 < I'ta, o (6.11)
and by Theorem 6.53 we obtain GDDT of the form:
Foba, ¥ <= I'Far, 7(0A9). (6.12)
Next we show that

@ — Y Arar, (@ & ). (6.13)

The left-to-right direction holds already in SL: ¢ — ¢ and —7) — — implies
0 & 1) = 1 & "p and ¢ & ) — 0 is provable, thus the result follows by
transitivity of —. For the other direction: ~(¢ & —%) k41, ¢ — ¥ is by (6.11)
equivalent to —(¢ & =), = (¢ — ) Far, 0. Thanks to (A), it is enough to
show that =(¢ & =), 7(=—¢ — ~—)) Far, 0. This can be proved by the
following chain of equivalences :

~(p &), ~(=0 = ~ ) Far, 0

}_CYLO _'(_'_‘SO /\ ﬁ’[b)
y 1T, _'¢ |_aLO 0

rreeee
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Note that the formula ——¢ — ~=1) is a shortcut for ~—¢p — (=) ~ 0),
thus the second equivalence is valid already in SL. The rest is due to the
inconsistency lemma, its dual, and the rules (Conj).
Combining (6.12), (6.13), and (Conj) we obtain the GDDT of intuitionistic
logic:
F,gol—aLDQﬁ <~ Fl—aLOQO—)d).

Consequently, we can easily prove

FaL, ¥ = (9 = 1) (weakening)
FaL, (¢ = (p = ) = (o = 1) (contraction)
Far, (¢ = (¥ = x)) = (¥ = (¢ = X)) (exchange)

Consequently, o1, ¢ & ¥ < ¢ A 9, which implies that & is associative.
Thus, we obtain that IL < aL,. Moreover, from (6.11) and Proposition 6.47,
aL, enjoys the law of excluded middle in the expected form:

FaSDFaLOdJ FaﬁSDFLOd}
FFaLow .

Thus, ¢ V —¢ is a theorem of aL,. In other words CL < aL,. Finally, since
aL, is a non-trivial logic (from the assumptions it easily follows that L, has
a simple theory), we obtain CL = aL,.

Finally, we can easily prove the desired equivalence: if I" ¢y, ¢, then
I'.=¢ ko 0, and, since CL = al,, we obtain I',—¢ ti, 0 (the two logics
share antitheorems; see Corollary 6.72) which is equivalent to I, ~¢ i, 0.
The rest is one application of (6.8). O

From this theorem, we can immediately obtain the best-known results:

e Every superintuitionistic logic is Glivenko-equivalent to classical logic
[55].

e Both II and SBL are Glivenko-equivalent to classical logic (see [15, 16]):
we showed that both logics validate the inconsistency lemma in Exam-
ple 6.29 and it is easy to verify that they satisfy the rules (A) and (Conj).
Note that the theorem implies that both logics have classical logic as their
antistructural completion. The theorem also applies to infinitary product
logic IT.

As an another application of the theorem, we can easily compute what is
the weakest extension of an arbitrary subclassical axiomatic extension of SL
which is Glivenko-equivalent to classical logic. This was one of the questions
handled e.g. in [54]. The general method is quite simple, it is well known,
that all of these logics has deduction-detachment theorem in some form (see
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e.g. [23]), it is then enough to add axioms that allows us to turn this de-
duction theorem into the appropriate inconsistency lemma. We describe the
method on one example:

Example 6.89. The weakest extension of the full lambek calculus with ex-
change, FL., which is Glivenko-equivalent to classical logic can be axioma-
tized by adding the following axioms to any presentation of FLe:

(@) (e A1) = g,
(ii) (A)asanaxiom —(¢ — ) — =(——p — =), and
(iii) a variant of (Conj) as axioms (&) — = (@AY), 7 (eAY) = = (p&).

In the proof of the theorem we saw that a logic Glivenko-equivalent to clas-
sical logic must have the same negation fragment as classical logic. In partic-
ular, the desired weakest extension of FL, necessarily has the newly added
axioms: indeed by residuation we can see them as negated formulas, e.g.
the first axiom can be seen as —(—(¢ A 1) & ). Thus, it remains to check the
inconsistency lemma:

Iek0 I' (@ AT)* = 0for some k € w

<~
— I'F (A1) forsomek € w
— I'F=(pATd)

— I'F -

The first equivalence is the deduction theorem, the second is the definition
of negation, the last one is due to the first new axiom and the fact that
FrL, 7@ — —(¢ A 1). The bottom-up direction of the third equivalence is
clear (p Frr, p & p). The converse one: by the last new axiom we obtain
I'F=((eAT)* LA (pAT)) and, since Fpr,, (@ AT)*1 = (pAT), we conclude
I' - =(p A1), and, of course, this process can be repeated finitely many
times.

Finally, we show that even the Glivenko-equivalence between the basic
fuzzy logic BL and Lukasiewicz logic L (see [16]) can be recovered from our
theory. Moreover, we show that this correspondence extends to infinitary
versions of these logics.

Recall that in Example 6.82 we saw that aBL = L. and, since BL <
BLo < L., also aBL, = L. This, in particular, implies that all three
logics have the same antitheorems (see Corollary 6.72). Consequently, also
BL« has the local inconsistency lemma of BL (Example 6.28). The Glivenko-
equivalence can be obtained by the following chain of equivalences:
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I'bi,p <= I,-¢"Fp Oforeveryk € w
— I,k FgL., 0 for every k € w
<~— I }_BLoo T,

where the first equivalence is the dLIL of the infinitary Lukasiewicz logic
(Example 6.51). It remains to argue for the last equivalence: we use the fact
that every continuous t-norm can be seen as an ordinal sum of FLukasiewicz,
Product, and Godel t-norm. Indeed, I”, ~* FpL., 0foreveryk € w if and
only if for every evaluation v on some t-norm such that v[I'] C {1}, we
obtain that v(¢) does not belong to the first component of the ordinal sum
provided it is Lukasiewicz. This is equivalent to I" Fpy,., =—¢. As a corollary,
we obtain the well-known

r |_L © <~ r }_BL -,

6.5 Infinitary deduction theorems and inconsistency lemmas

Above we have proved that the infinitary Lukasiewicz logic enjoys the
local deduction-detachment theorem (Theorem 6.55). This is probably the
first known deduction theorem valid in infinitary logic. However, the mo-
tivation behind DDTs is that they allow to turn consequences provable in
our logic into theorems. Thus, the standard notion of ‘finitary” DDT, which
allows only to move finitely many premises to the right side of the turnstile,
calls for strengthening in case of infinitary logics. This is the topic of this sec-
tion. To this end, we propose a natural stronger version of DDTs and ILs: we
will see that any protoalgebraic (protonegational) logic in fact admits also
the stronger version of PLDDT (PLIL). Finally, we show that the local DDT
of infinitary Lukasiewicz logic can be improved to fulfill the desiderata of
deduction theorems.

We say that L has a (restricted) (surjective) substitution swapping if for every
L-theory T, every (finite) A U {¢}, and every (surjective) substitution o

T,0lA] b o(p) <~ U_l[T], AR .

It is known that the restricted surjective version of this property is
equivalent to the PLDDT. We also show the non-surjective one corresponds
to the LDDT.
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Proposition 6.90. A logic L enjoys the (P)LDDT if and only if it enjoys the re-
stricted (surjective) substitution swapping property.

Proof. We prove it only for the LDDT case; the other one is a straightfor-
ward modification. Note that using induction it easily follows that from the
DD family ¥ we can build for every natural number n a family of sets of
formulas ¥, (p1, . .., pn, q) such that

Iot,...,onbLY <= 'ty I(e1,...,0n,0) forsome I € ¥,

Let n = | A|. The left-to-right direction goes as follows:

T,ol{p1,.. - ontlFLo(W) <= Tk I(o(p),0(y)) for some I € ¥,
— o YTty I(p,v) for some I € ¥,
— J_I[T]ﬂola"'v@n l_L QZ)

Right to left: define a family of deduction sets as

Uy ={1 C Fms({p1,---,Pn,4q}) | P1,- - Pn: L(P1, - - P> @) FL g}

The right-to-left direction from the definition of LDDT clearly holds. For the
other onelet I, o1, ..., ¢, F1, ¢ then let o be the substitution sending every
Dl,---,Dn t0 ©1,...,¢pn, ¢ to 1, and the rest to p;. Then, by the substitution
swapping,

o YThy (D)), p1s- -+ 00 FL €.
Let o’ be the substitution which is identity on p1, . .., p,, ¢ and sends the rest
of the variables to p;. Then, by structurality,

I(p1,...,pn,q) = o'lo [Thy(D)]] € ¥,

and it is easy to observe that o[I] = I(¢1,...,¢n,¢) C Thy(I"), or equiva-
lently I" by, I(p1, ..., on, ). O

Inspecting the proof of the previous proposition we realize that the result
can be analogously proved for arbitrary As (that is, for the non-restricted
version of the substitution swapping property) provided we extend the def-
inition of DDTs to infinitely many premises. Before doing that, we observe
that every protoalgebraic logic in fact enjoys the full surjective substitution

swapping property:
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Proposition 6.91. Every protoalgebraic logic L enjoys the surjective substitution
swapping property.

Proof. The right-to-left direction follows immediately by structurality. For
the other one we argue as follows

Uﬁl[TLA%L @ < Uﬁl[T]aThL(A) J’LL 2
< T,0[Th,(Q)]F ¢
= T,0[A] ¥ ¢,

where the second equivalence is due to the correspondence theorem of
protoalgebraic logics which implies that o[Thy,(A)] is an L-theory. O

In the next definition, we propose a natural generalization of “finitary”
deduction-detachment theorems. To this end, by p we always mean an infi-
nite sequence of variables of length | Var | such that the cardinality of the
set of remaining variables still has cardinality | Varz|, as 7 we will denote
this remainder minus a variable ¢, these variables will serve as parameters.

Definition 6.92. We say that a logic L has the infinitary parametrized local
deduction-detachment theorem if there is a family of sets of formulas ¥ (p, ¢, 7)
such that for every I' U {¢} C Fm, and every (possibly infinite) sequence
of formulas @

ebtpy <= Ity I(e,9,90) for some I € ¥(p,q,T)
and some § € Fm,".

In a standard fashion we define infinitary local and global deduction-detachment
theorems.

Observe that for finitary logics the standard notion of DDT covers our
infinitary one. Next result shows, as suggested above, that protoalgebraic
logics always have the infinitary PLDDT:

Corollary 6.93. Every protoalgebraic logic with enough wvariables enjoys the
infinitary PLDDT.

Proof. Since protoalgebraic logics enjoys the surjective substitution
swapping (Proposition 6.91), the result follows analogously to Proposi-
tion 6.90. ]
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Example 6.94. We show that the LDDT of the infinitary Lukasiewicz logic
L (Theorem 6.55) can be generalized to the following infinitary version:

'y, < VYVnewdmm €w,y,...,vm € I such that
Foo, M (& ... & ym) — 0"

Formally, our DD family ¥ contains a set of formulas for every pair of
functions f, g : w — w of the form

{f(n)l(p1 & ... &pgmy) = ¢"] | n € w},

where we consider the variables p in this set to be unique for every n.

Proof. If I g  then for every n, I',~¢™ is an antitheorem (by the
dLIL —Example 6.51). Since the logic is compact there is a finite subset
{71s--+,vm} of I" such that {y1,...,%m}, 9" is still an antitheorem. Thus,
by LIL (Example 6.30) we obtain that for some m’ € w

Mo (& o & Y & ™)™,
which is equivalent to our formulation. The other direction is similar.

Recall that in Example 6.66 we saw that L., has the filter extension prop-
erty, FEP; we obtained the result as a consequence of Theorem 6.65. We
mentioned that the result could not be obtained by the well-known char-
acterization from [34] because L, is infinitary. However, considering our
strengthened notion of LDDT we could in fact use the same result (with an
analogous proof), but of course in a slightly stronger formulation (for the
details of the proof we refer to the paper).

Proposition 6.95. For every protoalgebraic logic L with enough variables, the
following are equivalent:

(i) L has the FEP.
(ii) L has the infinitary LDDT.

Other characterization results for deduction-detachment theorems, that
are usually restricted to finitary logics only, can be analogously generalized.

Similarly, we can generalize inconsistency lemmas to infinitary versions.
Recall the property introduced in Theorem 6.9:

Definition 6.96. A logic L has (restricted) (surjective) substitution swapping
property for antitheorems, if for every (surjective) substitution o, every L-
theory 7', and every (finite) A C Fm ¢

NAPAY o) — U_l[T],Al—L 0.
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Again we show that these properties characterize inconsistency lemmas:

Proposition 6.97. Any logic has the (P)LIL if and only if it has the restricted
(surjective) substitution swapping property for antitheorems.

Proof. Analogous to the proof of Proposition 6.90. O

Definition 6.98. We say that a logic L has the infinitary parametrized local in-
consistency lemma if there is a family of sets of formulas ¥ (p, 7) such that for
every I' C Fim. and every (possibly infinite) sequence of formulas ¢

gk <= It 1(p,9)forsome I € ¥(p,T)
and some § € Fmz'.

In a standard way we define infinitary local and global inconsistency lemmas.

Every protonegational logic has the surjective substitution swapping for
antitheorems—see e.g. Theorem 6.9, point (iii). Thus, extending the charac-
terization from Proposition 6.97 we obtain that every protonegational logic
with the MCP and enough variables for antitheorems (card™ L < | Varz|™) has
the infinitary PLIL .

As suggested after the main characterization theorem for protonegational
logics (Theorem 6.9), we can use the infinitary PLIL to avoid the assumption
of compactness in its formulation to obtain:

Theorem 6.99. For every logic L with an antitheorem and the MCP and enough
variables for antitheorems, the following are equivalent:

(i) L is protonegational.
(ii) L satisfies the weak form of the correspondence theorem.
(iii) L has the surjective substitution swapping for antitheorems.
(iv) L has the infinitary PLIL .
(v) L has a parametrized protonegation.
(vi) The Leibniz congruence is formula definable on simple L-theories.

The essential part of the proof of this results resides in the fact the we
can use the infinitary PLIL to obtain a parametrized protonegation as in
Theorem 6.8 but counting on a weaker assumptions.

Finally, there arises a question whether finitary GDDT (resp. LDDT)
implies its infinitary version as in the case PLDDT: we do not have an an-
swer yet.
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6.6 Protoalgebraic pairs

In the last section we present a glimpse of an alternative way in which we
can view protonegational logics provided they have a protonegation with-
out parameters. Observe that, if L has a protonegation without parameters
= (see e.g. Corollary 6.85), we can see it as a protoimplication with the two
defining properties split between L and «L; that is, we have reflexivity in L
(F1r. ¢ = ) and modus ponens in aL. (¢, ¢ = ¥ Fq1, 9). This brings us to the
notion of a protoalgebraic pairs, this concept can be seen a refinement of the
notion of protoalgebraic logic to pairs of logics.

As in the case of protoalgebraic logics there are several equivalent ways
to present protoalgebraic pairs. Throughout this section whenever we speak
about pair of logics (L,L’), we shall always mean an arbitrary pair of logics
with the same language.

Definition 6.100. A set of formulas in two variables = (p, q) is called a proto-
implication for a pair (L, L), whenever

FL o=@ and 0,0 =Y Y.

Definition 6.101. The Leibniz operator is monotone on theories of (L, L') if T' C
S implies 27 C 25 whenever T € ThL and S € ThL'. Moreover, the
Leibniz operator is monotone on filters of (L,L') if F C G implies NAF C
4G whenever F € Fi;, Aand G € Fiy, A.

Definition 6.102. A set of a congruence formulas for a pair (L,L') is a set
A(p, q,7) such that for every algebra A and elements a,b € A:

0, Ap,p) and (a,b) € 2°F whenever A%(a,b) C F € Fiy, A.

Thus, the condition AA<a, b) C F defines the Leibniz congruence of an
L/-filter F' whenever A4(a,a) C Fi{(0), in particular, whenever L < L.

Definition 6.103. A deduction-detachment family for a pair of logics (L,L’) is
a family of sets of formulas ¥ (p, ¢,7) such that for every set of formulas
I'u{p, v} C Fmg we have

Ipbuy < IFLI(e,9,0) forsomed € Fm (¢ and I € ¥.

A pair of logics enjoys the parametrized local deduction-detachment (PLDDT) if
it has a deduction-detachment family.
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Definition 6.104. A pair of logics (L,L’) enjoys the surjective substitution
swapping property, if we have

T7J[A] Fr 0-(90) — U_l[T]v A Fy ¥,
whenever T is an L-theory and ¢ a surjective substitution.

Now, we can prove that all the above defined properties are equivalent.
We say that a pair of logics is protoalgebraic provided it has any of them.
Let us mention, that once we have appropriately split the properties be-
tween the two logics, the proof of the characterization result itself is just a
straightforward modification of the one for protoalgebraic logics. However,
we provide it anyway for the reader’s convenience. For the proof recall that
the fundamental set of a logic L

ZL(pvqa’F) = {X(pa Q7F) € le: | @ |_L X(pvpa":)}
is the smallest L-theory such that (p, ¢) € £2X7, (see e.g. [46]).

Theorem 6.105. The following are equivalent for every pair of logics (L,L’):

(i) The Leibniz operator is monotone on filters of (L,L’).
(ii) The Leibniz operator is monotone on theories of (L,L).
(iii) The pair (L,L’) enjoys the surjective substitution swapping property.
(iv) The pair (L, L) enjoys the PLDDT.
(v) The pair (L, L') has a protoimplication.
(vi) The pair (L, L") has a set of congruence formulas with parameters.

Proof. (i)—(ii): Trivial.

(ii)—(iii): The right-to-left direction follows by structurality. For the other
one, clearly, o: (Fmg,o ! [T]) — (Fmg,T) is a strict surjective homomor-
phism. Consequently, by (ii), we obtain that Ker o C 207 1[T] C £25, where
S is the L/- theory generated by o~ [T] U A. Therefore, o: (Fmg,S) —
(Fm,,o[S]) is also strict. Thus, if we have o7 ![T], A ¥/ ¢, then also
T, O'[A} J’LL/ U((p).

(iii)—(@iv): Analogous to the proof of Proposition 6.91.

(iv)—(v): Since p F1, p there is I(p, q,7) € ¥ such that () -1, I(p,p,d) for
some formulas . We define a protoimplication =>(p, q) substituting ¢ for all

the parameters 7 in I(p, ¢, d). By structurality ) -1, p = p. By the PLDDT,
p,I(p,q,0) b1/ g, thus, structurality, completes the proof.

(v)—(i): Suppose Fi, A > F C G € Firs A and (a,b) € QAF. Take a
formula o (p, 7) such that o4 (a,¢) € G for some formulas ¢, it is enough to

show that (b, ¢) € G: from reflexivity of = we obtain
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pla,e) =% p(be) CF CG,

thus modus ponens finishes the proof.

(ii)—(vi): We show that Xy, is a set of congruence formulas for (L,L').
Clearly 0 +1, X1.(p,p). Suppose 23“(@, by C F € Fiys A for some a,b € A.
To prove that (a,b) € 24F, it suffices to show for every formula ¢(p, )
and tuple of element ¢ of A, that p4(a,¢) € F implies o (b,¢) € F. Since
(p,q) € £2X1,, we obtain by (i) that

o(p,7), XL b (g, 7),

therefore, using the fact that 4 (a, b) C F, we conclude ¢4 (b,¢) € F.
(vi)—(ii): If (p,v) € 2T, then A{p,v) C T C S and thus (p,) € £25.
O

Note that we could have also included the infinitary version of PLDDT
analogously to the previous section. Also, similarly to what we have seen so
far, we could generalize other properties of the Leibniz hierarchy to pairs of
logics, e.g. we could speak about equivalential pairs and so on.

Of course, the prominent example of a protoalgebraic pair is (under some
assumptions—cf. Corollary 6.85) the pair (L, aL.). Conversely, since simple
theories of L are also theories of al., we obtain that L is protonegational
whenever (L, aL) is a protoalgebraic pair.

We are now going to see, that protoalgebraic pairs provides another use-
ful insight to the notion of protonegationality. In particular, the equivalent
properties of the previous theorem, when applied to (L, aL), can be seen as
a different formulations of the properties equivalent to protonegationality
(Theorem 6.9). For example, if the pair enjoys the GDDT (resp. LDDT), then
we can construct an inconsistency sequence for the global (resp. local) in-
consistency lemma for L by essentially the same construction as in Proposi-
tion 6.57, that is, by inserting an antitheorem into the DD family. Conversely,
from the global or local inconsistency lemma of L, we can build a DD family
for the pair as in Proposition 6.53. Let us describe the second claim in more
details: Assume our logic is compact and that it has an antitheorem and the
MCP. We construct a DD family out of the inconsistency sequence the same
way as in the proposition, that is, we fix

F={f:%— |J | f(I) €Wy, forevery I € ¥},
necw

and define the family ¥ C P(Fm,(p,q)) to contain for every f € F a set
I; defined as the union of sets



6.6 Protoalgebraic pairs 161

T @ x (@)1, x(@n),

where I = {x(¢)1,--.,x(¢)n} € ¥1 and f(I) € ¥,,11. The rest of the argu-
ment is slightly different: we want to prove that for every I'U{p, ¥} C Fmz

INpbtoar v <= T'Fy I(p,9) forsome I € ¥. (6.14)

Recall that the assumptions imply that aL is characterized by means anti-
admissible rules (Proposition 6.77). Left to right: by the LIL of L, we know
that ¢, I(v)) is an antitheorem in L for each I € ¥;. Thus, from the left-hand
side of (6.14), we obtain that I, ¢, I(¢) is an antitheorem in L. Thus, by LIL,
we get for every I € ¥; some J € ¥p4; such that I' k-, J (@, 1(¢)), which is
what we wanted. The other direction goes along the same lines.

Let us show some examples of DDTs for pairs:

Example 6.106. If L is an superintuitionistic logic, then (L, CL) is a proto-
algebraic pair (e.q. — is a protoimplication for the pair) and it has the obvi-
ous global inconsistency lemma (Example 6.27). Consequently the pair has
the following DDT: for every set of formulas I" U {¢, 9} C Fmecgc

F,g@l—CL’l/} <~— It —|(90/\—|w).

Note that this is indeed just a different formulation of the inconsistency
lemma of L: B B
Ik, 0 < IokcLO
< Ity —(pA-0)
<— I'Hy, Q.

Example 6.107. Another example is the protoalgebraic pair (BL, L) of the
basic fuzzy logic and the infinitary Lukasiewicz logic. It has a protonegation
—(p & —¢q) and the local DDT in the form (cf. Theorem 6.55):

okt ¢ <= I'tpy—(p&-¢")™ forsome f:w — w

and every n € w.

Note that the DDTs of the above pairs resemble the DDT of the anti-
structurally complete logic (CL and L) with the difference that we can use
a weaker logic on the right hand side of the equivalence provided we replace
p — ¢ with a different protonegation of the base logic (—=(p A =¢) in L and
—(p& —q) in BL)—they are equivalent to — in the antistructural completion.
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6.7 Conclusion and remarks

We have presented a new class of protonegational logics and argued that
these logics are the right framework to investigate inconsistency lemmas
and antistructural completions. We have given a thorough account of these
notions and their mutual interplay. However, some important questions are
left open:

e Does every protonegational logic have a protonegation without
parameters?
e Does protonegationality transfer in general?

Recall that, from Lemma 6.38 and Proposition 6.79, we have obtained the
following implications:

LIL or dLIL = definability of simple theories
— closure of simply antiadmissible rules

under substitutions.
e Can the previous implications be reversed?

Lastly, we have seen that to argue about protonegational logics (e.g. prov-
ing characterizations) we often need to presuppose some conditions like the
MCP, having an antitheorem, compactness, etc. This claim, together with
the first two questions, makes us wonder whether there could be a better
definition of protonegational logics (the notion of protoalgebraic pair is one
of the possible candidates).

In the future, regarding the theory of this chapter, among others, we shall
attempt to do the following:

e Solve the open problems.

e Translate the notions and results to the algebraic framework.

e Continue the research on Glivenko-like theorems, infinitary deduction-
detachment theorems, and protoalgebraic pairs.

e Protonegational logics are presented by restricting the properties of
protoalgebraic logics to simple theories. We will consider analogous gen-
eralizations with respect to prime and linear theories.

Finally, let us conclude by summarizing all the properties we learned of
the infinitary Lukasiewicz logic:

o It is a Rasiowa-implicative logic. In particular, it is algebraizable with
equivalent algebraic semantics (see Proposition 3.24 and (6.7) on p. 145):

Alg*L., =ISP([0,1]z) = {A | A is a semisimple MV-algebra}.
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e It is semilinear, V is a strong disjunction (Lemma 5.20), and it enjoys
the law of excluded middle (Example 6.52). Moreover, all notions of
theories (filters) we have investigated (that is, V-prime, linear, simple,
intersection-prime, and completely intersection-prime) coincide in £.
The proof, that V-prime theories are simple, is contained in the proof of
Proposition 5.21.

e It is semisimple and, consequently, subdirectly representable (see either
Theorem 3.22 or comments below Theorem 6.61).

e It enjoys the (infinitary) LDDT and the filter extension property
(Theorem 6.55 and Section 6.5).

e It is the antistructural completion of the basic fuzzy logic BL. In particu-
lar, it is antistructurally complete (Example 6.82).

e It can be axiomatized relative to L by either (see Subsection 5.2.2)

(i) {¢ =YY" |newt>-pVy,or
(i) {mp =" |new}l>e.

e It has continuous connectives w.r.t. the standard unit interval topology
[0,1], which allows to prove that its natural extensions are also complete
w.r.t. the standard semantics (Proposition 3.21).

o It is Glivenko-equivalent to BL, (see Section 6.4).

e Derivability in £, can be reduced to L. (Proposition 5.23):

I't, e < I'kp-p— " foreveryn € w.
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weakly p-implicational, 17

matrix, 14

rk-small, 21

reduced, 14

trivial, 14
matrix homomorphism, 15
maximal consistency property, 109
model, 14

R(F)SI-model, 15

linear, 84

reduced, 14

relatively (finitely) subdirectly

irreducible, 15

RFSI, 40

RSI, 40

simple, 108

natural extension, 32
ordinal sum, 29

p-disjunction, 91

strong, 91

weak, 91
p-protodisjunction, 90
pair, 93

full, 93
pair extension lemma, 96
presentation, 26
prevariety, 49
proof, 25

in algebra, 26
proof by cases property, 90

strong, 90

weak, 90
protoalgebraic pair, 159
protodisjunction, 90
protoimplication, 17
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for a pair, 158
protonegation, 108
parametrized, 108

quasi-equation, 13
quasi-variety, 13

rule, 25
admissible, 140
antiadmissible, 142
simply antiadmissible, 142

semilattice

dually Brouwerian, 20
semilinearity property, 84
simple submatrix closed , 123
small type, 21
strict homomorphism, 15
structural completeness, 140
structural completion, 140
submatrix, 20
substitution, 12
substitution swapping, 153

for antitheorems, 111, 156

restricted, 153

surjective, 153
surjective completeness, 42
symmetric consequence relation, 93
symmetrization, 16

theorem, 12
theory, 12
completely intersection-prime, 40
intersection-prime, 40
linear, 84
prime, 90
simple, 108
transfer theorem, 31
type extension, 31

variable extension, 31
variety, 13

weak p-implication, 16
semilinear, 84
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